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Efficient VR and AR Navigation through
Multiperspective Occlusion Management

Meng-Lin Wu and Voicu Popescu

Abstract—Immersive navigation in virtual reality (VR) and augmented reality (AR) leverages physical locomotion through pose
tracking of the head-mounted display. While this navigation modality is intuitive, regions of interest in the scene may suffer from
occlusion and require significant viewpoint translation. Moreover, limited physical space and user mobility need to be taken into
consideration. Some regions of interest may require viewpoints that are physically unreachable without less intuitive methods such as
walking in-place or redirected walking. We propose a novel approach for increasing navigation efficiency in VR and AR using
multiperspective visualization. Our approach samples occluded regions of interest from additional perspectives, which are integrated
seamlessly into the user’s perspective. This approach improves navigation efficiency by bringing simultaneously into view multiple
regions of interest, allowing the user to explore more while moving less. We have conducted a user study that shows that our method
brings significant performance improvement in VR and AR environments, on tasks that include tracking, matching, searching, and
ambushing objects of interest.

Index Terms—Augmented reality, Virtual reality, Navigation, Occlusion management, Multiperspective visualization, Depth cues
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1 INTRODUCTION

T RACKED Head-Mounted Displays (HMDs) provide an
intuitive interface for exploring virtual and real 3D

scenes in virtual reality (VR) and augmented reality (AR)
applications. The user naturally selects the desired view by
walking and by rotating their head. However, the efficiency
of such 3D scene exploration is limited by occlusions. Con-
sider the case of a VR exploration of a city model with
the goal of finding a specific street-level region of interest
(ROI). Tall buildings occlude the streets and the user has
to move considerable amounts to gain a direct line sight to
the street currently being examined. If the street proves to
be empty, the user proceeds with examining the next street.
This sequential exploration is inefficient. In the case of a
dynamic ROI, such a sequential exploration might never
find the ROI.

Consider the application of surveillance of corridors
inside a building. Occlusions prevent the user from seeing
beyond the current corridor segment. The user has to walk
to each intersection sequentially in order to examine side
corridors. Again, the sequential exploration might never
find a moving intruder. Even worse, if the intruder is aware
of the user’s position, the intruder can easily avoid being
detected. Another challenge of conventional navigation in
VR and AR applications is that some of the viewpoints best
suited for alleviating occlusions are unreachable. Consider
the VR urban model mapped to a room. Walls and furniture
might prevent the user from assuming the viewpoint that
establishes a direct line of sight to a ROI. For example, a
higher viewpoint is less affected by occlusion from the tall
buildings, but a viewpoint higher than the standing height
of the user is hard to achieve.

In this paper, we propose to increase VR and AR scene
exploration efficiency by enhancing the visualization with
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additional perspectives. The HMD shows to the user a mul-
tiperspective image that captures the scene from multiple
viewpoints, yet the image is non-redundant, with no parts
of the scene being shown more than once, and continuous,
with nearby 3D scene points projecting to nearby image
locations. The ROIs occluded from the user’s viewpoint are
captured from secondary viewpoints and integrated into the
original view. The additional perspectives are rendered with
correct disparity so the ”stereo” multiperspective HMD
visualization provides appropriate depth cues to the user.
We employ two types of multiperspective visualization,
designed to alleviate occlusions in two scenarios.

The first type of multiperspective visualization is de-
signed to overcome occlusions in an urban VR scene (Fig. 1,
top). The second type is designed for AR visualization of
environments defined by cells connected by portals, such as
a building interior with rooms and corridors connected by
doors and intersections (Fig. 1, bottom). The visualization
supports the simultaneous disocclusion of multiple ROIs
(Fig. 2), as well as the integration of RGBD streams acquired
with depth cameras (Fig. 3).

In order to quantify any VR and AR navigation benefits
brought by the multiperspective visualization, we have
conducted a randomized controlled user study in which
the subjects were asked to perform four visual and nav-
igational tasks in the environments shown in Fig. 1. Our
multiperspective VR and AR reduced viewpoint translation
by 45.2% and view direction rotation by 43.2%. We also
refer the reader to the accompanying video. To the best of
our knowledge, our work is the first investigation of mul-
tiperspective occlusion visualization in VR and AR HMD
applications.
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Fig. 1: (Top) Multiperspective disocclusion in a VR exploration of an urban scene: artist rendition of a second-person
view (left), conventional VR visualization (middle), and our multiperspective VR visualization (right). The user does not
have a direct line of sight to the red sphere, which is occluded in the a conventional image; an additional perspective
(green frustum) is used to route rays over the occluding buildings (dashed blue line), which disoccludes the red sphere
in the resulting multiperspective image. (Bottom) Multiperspective disocclusion in an AR exploration of a real world
indoor scene: second-person image (left), conventional image from user viewpoint (middle), and our AR multiperspective
visualization (right). The left side corridor is disoccluded by inserting an additional perspective at the portal (red rectangle),
which reveals the target (orange ghost).

(a) Red sphere disoccluded (b) Blue sphere disoccluded

(c) Both spheres disoccluded (d) Conventional visualization

Fig. 2: Simultaneous disocclusion of multiple ROIs through
our multiperspective visualization.

2 PRIOR WORK

In VR applications, viewpoint navigation in the virtual
scene is performed by physical locomotion in a host real
world scene. The quality of the navigation experience is
essential to the success of the VR application. One challenge
stems from a mismatch between the size of the physical
world accessible to the user and where the user can be
tracked, and the size of the virtual world that the user
wants to explore. We discuss prior work that addresses this
challenge in Section 2.1. A second challenge stems from the

Fig. 3: Left: the RGB camera with depth sensor accessory
captures a RGBD video stream that is converted to a 3D
point cloud. Right: the point cloud, as seen from the sec-
ondary perspective, is integrated into the primary perspec-
tive in the multiperspective visualization.

reduction in visualization efficiency caused by occlusions. In
conventional VR visualization, the user can only see parts
of the scene to which there is a direct line of sight. The
user has to explore the scene sequentially, walking to reach
viewpoints from where region of potential interest is visible.
We discuss existing approaches for occlusion management
in Section 2.2, and we compare our proposed technique to
prior multiperspective techniques in Section 2.3.

2.1 Physical to virtual world mapping
The virtual scene is frequently more expansive than the
available physical space. This limitation is worked around
using in-place walking systems based on treadmills [1] or
inertial sensing hardware [2]. These methods interpret a
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subset of the user’s motion associated with walking, such
as feet or head motion, to infer the desired locomotion. The
drawback to in-place navigation systems is that the user
does not change the viewpoint naturally by walking. Our
system allows the user to walk freely, and, when desired,
the user can save on the amount of walking by inspecting
an occluded area with the help of an intuitively deployed
secondary viewpoint. If the occluded area turns out to be a
region of interest, the user can walk to it for further intuitive
visualization.

When the physical space is less restrictive, locomotion
by actual walking is found to be more intuitive for users
[3], [4]. The problem of navigating a large virtual scene in a
smaller physical space is well established. There exist meth-
ods such as redirection [5], [6], variable scene scaling [7],
variable translation gain [8], and pose resetting [9]. Another
approach is an optimized non-linear mapping from physical
to virtual space [10]. Although effective at extending the
virtual scene beyond the physically available space, these
methods cause persistent discrepancies between perception
and reality, of which the user can become aware, making
the navigation less intuitive [11], [12]. Our system does
not attempt to hide the added supernatural visualization
capability, which is deployed at the user’s demand, with the
secondary viewpoint visualization anchored in the familiar
single-perspective visualization from the user’s viewpoint.
Through the use of the secondary viewpoint, our system
provides a limited extension of the virtual world beyond
the physical locations that the user can reach.

In AR applications, the graphical annotations must re-
main registered to the physical scene, therefore any naviga-
tion method that does not preserve the identity mapping
between virtual and physical spaces is ill-suited to AR.
Because the VR methods mentioned improve navigation
efficiency by diverging the virtual viewpoint from the user’s
physical location, they are not applicable to AR.

2.2 Occlusion management

Occlusion management is a promising approach to improv-
ing the efficiency of viewpoint navigation in both VR and
AR, while retaining navigation intuitiveness. Occlusions re-
duce visualization effectiveness when the line of sight to the
ROI is blocked by opaque objects. Conventional approaches
to occlusion management fall into categories of X-ray, cut-
away, and explosion methods. Multiperspective approaches
for managing occlusions are discussed separately, in Section
2.3.

In X-ray visualization, the occluder is rendered semi-
transparently so that occluded scene segments are visible
through the occluder [13]. However, this visualization tech-
nique violates pictorial depth cues because the background
is blended with the foreground. To alleviate this problem,
the ghosting approach emphasizes foreground information
at the edges [14], or other salient features [15], [16], by
overlaying them as a ghost image. While adding a single
processed foreground layer restores missing depth cues [17],
scaling with occluder complexity, which requires visualiza-
tion of multiple transparent layers, remains challenging.
In addition, the compromise must still be made between
conveying foreground information and limiting visual com-

plexity, due to the overlapping image space position of the
occluder and the ROI.

In cutaway visualization, the occluder is completely
removed instead of being visualized transparently [18], [19].
The removal of the occluder leaves a hole for the line of sight
to pass through and reach the ROI. Cutaway visualization
maintains correct depth cues, but extra geometry must be
generated for cut surfaces surrounding the hole, and little
information about the removed occluders is conveyed.

Explosion methods segment the scene and translates the
segments radially away from the ROI to reduce occlusion.
The method is widely employed in computer aided de-
sign applications where the constituent parts are naturally
separable by clear boundaries, in accordance to assembly
sequences [20]. Volumetric datasets support explosion visu-
alization when scene segments are annotated [21]. In AR
applications, explosion visualization is possible when there
exist synthetic 3D models corresponding to the physical
objects [22]. In this case, the 3D models are required to
visualize scene segments from alternative perspectives as
they are translated due to the explosion. Compared to X-
ray visualization, which increases visual complexity, and
cutaway visualization, which omits foreground information,
the explosion approach is able to present the foreground
without interfering with the visualization of the ROI. How-
ever, explosion methods artificially fragment scene geom-
etry which causes discontinuities across scene segments.
Furthermore, the translation of scene segments hinder the
user’s spatial awareness, which is undesirable in VR and
AR applications. Hybrid scene deformation methods seek
to minimize disturbance to the scene geometry by combin-
ing multiple operations such as scene segment translation,
scaling, and viewpoint shifting [23]. However, this approach
relies on extensive scene preprocessing to identify scene
segments, and optimization of cost functions tailored to
these scene segments. The viewpoint shifting operation also
interferes with the navigation in VR and AR.

Our method takes the multiperspective visualization
approach, and we discuss prior work in this category in
detail in the next subsection. X-ray, cutaway, and explosion
visualization have the advantage of intuitiveness, as they
can be seen as applying a familiar change to the real world:
the occluding layer is built out of transparent material, a
hole is cut into the occluding layer, or the scene is disassem-
bled into individual parts. There is no familiar real world
manipulation that achieves a similar effect to multiperspec-
tive visualization. However, multiperspective visualization
is a powerful occlusion management technique with unique
strengths.

2.3 Multiperspective visualization

Multiperspective visualization was first used in the visual
arts, such as by Picasso in his cubist paintings. The single
viewpoint constraint is relaxed in favor of more expressive
images containing multiple integrated views. In imaging
research, the study of camera models progressed beyond
the traditional pinhole camera to novel cameras such as
the push broom [24], the multiple center-of-projection [25],
and the general linear camera models [26]. The goal is com-
prehensive acquisition of real world scenes with powerful
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imaging systems that overcome occlusions by capturing
rays from multiple viewpoints.

In desktop visualization, multiperspective cameras were
developed to increase the information bandwidth of images
by alleviating occlusions. Occlusion cameras [27] are a class
of multiperspective cameras that generalize the viewpoint
to a view region by routing sampling rays around occlud-
ers. The curved ray camera routes rays around occlusions
through multiple sequential viewpoints with C1 continuity,
though it does not support branching to multiple view-
points in parallel [28]. The graph camera [29] generates
a continuous and non-redundant multiperspective image
that integrates multiple disparate viewpoints using frus-
tum bending, splitting, and merging operations. The graph
camera is literally a graph of conventional planar pinhole
cameras. The node cameras were subsequently upgraded
to general linear cameras to achieve multiperspective fo-
cus+context visualization: ROIs are shown from secondary
viewpoints, and the perspective reverts to the main view-
point outside the ROIs [30].

Several prior multiperspective visualization efforts tar-
get specifically urban and terrain scenes and opt for the
approach of deforming distant, occluded geometry upward,
while pushing near, occluding geometry downward [31],
[32], [33]. One system improves spatial awareness through
disocclusion in large-scale scenes, by providing the user
with a choice of a large number of video feeds acquired
from multiple vantage points [31]. The user selects the
desired first person view from a third person view of the
available feeds, and then resorts to a two-viewpoint multi-
perspective visualization to disocclude in the first person
view. Compared with these techniques, our method has
the advantage of not distorting the ground plane, which
prevents user disorientation. Furthermore, our technique
visualizes the disoccluded ROI exactly where it would be
seen in the absence of occluders, which enables building a
mental model of the target location. Benefiting from the sta-
ble ground geometry, our visualization supports an intuitive
user interface where a ROI is directly selected by the user’s
gaze towards the ground plane, as opposed to manually
inputting deformation parameters [31]. When multiple ROIs
are identified, our visualization deploys multiple secondary
views to disocclude individual ROIs with localized de-
formation of the geometry, whereas prior work deforms
large terrain partitions without low-level granularity of the
disocclusion effect [31], [32], [33].

Our visualization is able to augment the main physical
view with secondary views in AR. Prior work displays
secondary views by inserting virtual billboards into the
scene [31], [34]. This has the advantage of allowing the
user to teleport to distant viewpoints [31], whereas our
method restricts the user to portals within sight. However,
the billboards displaying the secondary viewpoints in the
overview suffer from visualization discontinuity. Further-
more, the visualization based on monoscopic video lacks
depth perception, which our method achieves by rendering
the geometric model for each eye. Other prior work inserts
deformed 3D geometry into the scene [35], but there is
significant discontinuity between the deformed geometry
and the physical world. In our AR visualization, secondary
views are inserted as 3D geometry that seamlessly integrates

with the un-deformed physical geometry.
We choose to build our multiperspective visualizations

based on the graph camera [29] and on the multiperspective
focus+context [30] frameworks. We extend these prior mul-
tiperspective frameworks to achieve an intuitive deploy-
ment of the additional viewpoints based on head-tracking,
and to achieve stereoscopic multiperspective rendering as
needed for the HMD. We measure the navigation efficiency
increases in a controlled user study with two VR and two
AR tasks.

3 MULTIPERSPECTIVE VR VISUALIZATION IN UR-
BAN SCENES

In the urban VR scene, ROIs at street level are occluded
by tall buildings. Such ROIs become disoccluded from an
overhead perspective that has a viewpoint above the ROI
and a downward view direction. When the location of the
ROI is not known, as is the case for the tracking and
matching tasks considered in this paper, we define the
overhead perspective interactively under the assumption
that the target is at the street-level point of intersection
between the user’s current view direction and the ground
plane. Once the secondary, overhead perspective is defined,
the scene is rendered with the resulting multiperspective
camera model which integrates the secondary perspective
seamlessly into the primary, user perspective. The resulting
multiperspective image disoccludes the street-level look-at
point without compromising the user’s spatial awareness.

3.1 Interactive construction of secondary perspective
The user attempts to locate the ROI by scanning the urban
model. The goal is to let the user see at street level, free
of occlusions. The secondary perspective is constructed to
provide an occlusion-free visualization of a 3D focus point
defined as the intersection between the user’s view direction
and the ground plane. To aid the user in selecting the street-
level point that should be disoccluded, a cursor is displayed
at the focus point. The secondary viewpoint is placed verti-
cally above the focus point at a height equal to the distance,
r, from the primary viewpoint to the focus point (Fig. 4).
The secondary perspective looks directly downwards and
avoids occlusion from nearby tall buildings. The secondary
perspective is rendered with the same field of view as the
primary perspective, so, since the distance to the focus point
is in the same in both perspectives, the disoccluded ROI will
be shown in the multiperspective image at the same scale
at which it would be seen in the primary perspective in the
absence of occlusions. We use the same secondary viewpoint
for both the left and the right user’s eyes, which we compute
by defining the primary viewpoint as the midpoint of the
segment between the two eyes.

3.2 Secondary view integration
The integration of the secondary view into the user’s pri-
mary view of the scene has to achieve three goals: (1) it
has to give preference to the secondary view around the
ROI, in order to achieve the desired disocclusion effect, (2)
it has to give preference to the primary view away from the
ROI, in order to help the user remain aware of their position
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Fig. 4: Secondary viewpoint placement

and orientation in the scene, (3) and it has to display the
street-level ROI where the user would see it in the absence
of occluders, for the user to get an accurate sense of where
the ROI is located in the scene. We achieve the third goal
by ”anchoring” the ground plane, i.e. by enforcing that
the ground plane is not distorted by the multiperspective
visualization.

We render the multiperspective image by transforming
the scene vertices with a three step operation. The results
of the individual transformation steps are shown in Fig. 6.
The intermediate steps are only shown here for illustration
purposes; in our implementation, the vertices are projected
directly from model space to the multiperspective image.
In the first transformation step, a scene vertex u is trans-
formed to the local coordinates v1 and v2 of the primary
and secondary perspectives by multiplication with their
respective transformation matrices V1 and V2. All matrices
and vectors are in standard homogeneous coordinates.

v1 = V1 × u

v2 = V2 × u (1)

The second step anchors the transformed vertex in the
secondary perspective to the ground plane in the primary
perspective by offsetting v2 by a displacement vector d.

v′2 = v2 + d

= v2 + (V1 × uground −V2 × uground) (2)

The 3D point uground is the ground plane projection of
scene vertex u. For any vertex u on the ground plane where
u = uground, the transformed vertex v′2 is equivalent to
transforming u with V1, ignoring V2, and Eq. 2 becomes

v′2 = v2 + d

= V2 × uground + (V1 × uground −V2 × uground)

= V1 × uground

= V1 × u = v1 (3)

Thus the resulting multiperspective image shows the
ground plane the same way the primary perspective does.

In the third and final step, the transformation of the
vertex u is finalized as a blend between the anchored trans-
formation and the the primary perspective transformation.

v = G(r, σ)v′2 + (1 − G(r, σ))v1 (4)

The blend weights are given by a Gaussian G centered at
the center of the secondary perspective image. The distance

Fig. 5: The amount of screen space taken up by the sec-
ondary perspective image depends on the width σ of the
Gaussian G. Left: σ = 0.8; right: σ = 0.4

r is computed in the secondary perspective image as the
distance between the center of the image and the projection
of the vertex. The root-mean-square width σ is set according
to the application (Fig. 5). Once the vertex is transformed
with Eq. 4, the transformed vertex is then multiplied with a
conventional projection matrix, that is the same for both the
primary and secondary perspectives.

In the case of multiple ROIs, each ROI defines its own
focus point and secondary perspective. Eq. 4 is modified
such that the secondary perspectives are first integrated
with one another (Eq. 5), and then the result is integrated
with the primary perspective (Eq. 6).

v̄ =

∑
i>1 G(ri, σ)v′i∑
i>1 G(ri, σ)

(5)

v = Gmaxv̄ + (1 − Gmax)v1 (6)

v′i is the vertex transformed according to secondary per-
spective i, and ri is the screen space distance to the center of
the image of secondary perspective i. Gmax is the largest of
the weights G(ri, σ). This gives preference to the secondary
perspective transformation over the primary perspective
transformation if a vertex is close to the center of any of
the multiple ROIs. Consider a case with 3 ROIs. A vertex at
the center of the first ROI and peripheral to the other two
ROIs, i.e. which has transformation weights approximately
equal to (1, 0, 0), should be transformed according to the
secondary perspective of the first ROI. Using the average of
the weights G(ri, σ) in Eq. 6 would incorrectly give the first
ROI transformation only a 33% weight.

The multiple secondary perspectives do not have to
be disjoint. In the case when two dynamic ROIs become
close or coincident, their respective secondary viewpoints
also become close or coincident while sharing the identi-
cal downward view direction. Therefore, as two ROIs ap-
proach each other, their associated secondary perspectives
smoothly converge, and the multiperspective visualization
remains continuous.

3.3 Stereoscopic rendering
The HMD conveys depth cues through a stereoscopic image
rendered from the left and the right eye viewpoints, sepa-
rated by the interpupillary distance. To support stereoscopic
rendering in our multiperspective visualization, each vertex
v in the coordinates of the monocular primary perspective
is transformed to the coordinates of the left and the right
perspectives, vL and vR.

vL = VLV
−1
1 × v

vR = VRV
−1
1 × v, (7)
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where VL and VR are transformation matrices of the left
and the right perspectives. The resulting multiperspective
visualization has the correct disparity over the primary and
secondary perspectives, conveying appropriate depth cues
to the user.

4 MULTIPERSPECTIVE INDOOR AR VISUALIZATION

Efficiency of exploration of a real-world indoor scene is
limited by the tight turns at corridor intersections. In order
to inspect the side corridors, the user has to walk to each
intersection. Our AR multiperspective visualization lever-
ages additional views of the corridors acquired by cameras
placed at the intersections to present a comprehensive visu-
alization to the user, who can see down a side corridor with-
out having to walk up to the intersection. The secondary
perspective down the corridor is seamlessly integrated with
the user’s primary perspective. In this section, we first
describe the scene acquisition from additional perspectives.
Then we describe the selection and integration of secondary
views tailored to the user’s current viewpoint.

4.1 Acquisition

Unlike in the case of VR synthetic scenes, the AR context
requires capturing the additional perspectives with physical
cameras. Furthermore, the multiperspective visualization
requires rendering the additional perspectives from novel
viewpoints, so a 2D image is not sufficient, and a geometric
model is needed. In the indoor context, the building geom-
etry (i.e. walls, ceiling, floors) is fixed and we model it with
a simple geometric model projectively texture mapped with
a photograph. For the controlled experiments described in
this paper, the content of the corridor is synthetic (i.e. we
use a conventional computer graphics model of the ghost
seen in Fig. 1, bottom. Dynamic real-world geometry is
acquired with a color+depth (RGBD) camera, whose frames
are reprojected to the desired viewpoint as a cloud of 3D
points with color (Fig. 3).

4.2 Selection and integration of the secondary view

When the user sees an intersection, the rectangular portals
leading to side corridors are highlighted with a red wire-
frame. If the user centers and holds the view on a portal, a
secondary perspective swings into place, revealing what is
visible through the portal (Fig. 1, bottom). The deviation
from the conventional view of the scene is confined to
the area of the portal. The portal frame acts like a hinge
connecting the primary and secondary perspectives with C0

continuity.
When a portal is activated, the scene geometry beyond

that portal is visualized by rotating the scene vertices into
view. Vertex transformation proceeds similarly to that of
VR visualization, where the first step is to transform each
scene vertex to coordinates of the primary and secondary
perspectives, and the second step is to anchor the geometry
to the portal plane for the primary perspective (Fig. 7). How-
ever, there is no need for blending between secondary and
primary perspectives because they integrate at the boundary
of the portal.

(a) Primary perspective

(b) Secondary perspective

(c) Anchored secondary perspective

(d) Integrated perspectives

Fig. 6: Illustration of the multiperspective transformation.
Both the primary (a) and secondary (b) perspectives are
centered on the ground plane focus point, which is oc-
cluded in the primary perspective and disoccluded in the
secondary perspective. The secondary perspective is first
modified (c) for the ground plane to appear the same way it
would appear in the primary perspective in the absence of
occlusions. The final multiperspective image (d) transitions
smoothly from the primary perspective, at the periphery, to
the secondary perspective, at the center.
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(a) Un-deformed geometry

(b) Step 1: Transforming to primary and secondary perspectives

(c) Step 2: Anchoring to to portal plane

(d) Deformed geometry

Fig. 7: (a): the un-deformed geometry, where the target is
occluded along with the shadowed parts of the corridor,
although they are visible from the secondary viewpoint. (b):
the geometry in coordinates of both primary and secondary
perspectives. (c): the geometry anchored to the portal plane.
(d): the deformed geometry, where the target and all of the
corridor become visible from the primary viewpoint. The
depth beyond the portal is preserved for each vertex.

We wish to restrict virtual scene distortion to the 2D
horizontal plane, so the primary and secondary perspectives
are first restricted to be horizontal and at the same height.
This restriction is relaxed at the final step of the rendering
pipeline, where the full unrestricted primary perspective is
used for rendering the final image.

In the first step, the primary perspective is constructed
with the viewpoint at the position of the HMD, and the
view direction is towards the center of the portal. Each scene
vertex u beyond the portal plane is transformed to both the
primary and secondary perspectives using their respective
transformation matrices, V1 and V2.

v1 = V1 × u

v2 = V2 × u (8)

The second step anchors the vertex v2 in the coordinates
of the secondary perspective to the portal plane by offsetting
v2 by a displacement vector d.

v′2 = v2 + d

= v2 + (V1 × uportal −V2 × uportal), (9)

where uportal is the projection of vertex u to the plane of the
portal.

For any vertex u on the portal plane where u = uportal,
the transformed vertex v′2 is identical to v1, and Eq. 9
becomes

v′2 = v2 + d

= V2 × uportal + (V1 × uportal −V2 × uportal)

= V1 × uportal

= V1 × u = v1 (10)

Thus the resulting multiperspective image shows the portal
plane without any deformation, and the secondary perspec-
tive is anchored to the primary perspective on the portal
plane.

A deformed side corridor is shown in Fig. 7. The target,
represented by a red circle, is occluded from the primary
perspective, but is visible from the secondary perspective.
The target becomes visible when the scene geometry is
deformed such that the corridor beyond the portal is aligned
with the primary perspective. Fig. 1 (right) shows the ren-
dered AR result.

Multiple secondary perspectives can be active simulta-
neously. Geometry visible through each portal is deformed
separately according to each secondary perspective. No
blending between secondary perspectives is necessary be-
cause the portals are disjoint, and the visualization of the
deformed geometry is confined to the area of the portals.

With modified scene geometry, stereoscopic rendering
proceeds straightforwardly by projecting scene vertices sep-
arately to the left and the right eye coordinates using their
respective transformation matrices VL and VR, as described
in Section 3.3.

5 USER STUDY

We have conducted a controlled randomized user study to
evaluate the effectiveness of our VR and AR multiperspec-
tive visualization methods. In this first study we evaluate
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our method against conventional planar pinhole camera
visualization, which is used in the overwhelming majority
of VR and AR applications. We implemented our visual-
ization methods for the urban VR and indoor AR scenes
using an HMD with SLAM user tracking (i.e. the Microsoft
HoloLens). The urban VR scene is a photo-textured model
of Manhattan that is mapped to an empty floor space of
4m × 5m (Fig. 1, top). The indoor AR scene covers a
10m × 15m section of the floor plan of our office building
(Fig. 1, bottom).

5.1 Subjects
We recruited a total of 16 subjects for our study, 12 male and
4 female. The subjects were undergraduate and graduate
students between the age of 19 and 42. The subjects were
randomly assigned to equal-sized control and experimental
groups of 8 subjects each. The subjects assigned to the con-
trol group used a conventional visualization that showed
only the primary perspective. The other subjects, assigned
to the experimental group, used the multiperspective vi-
sualization. Each subject performed all four tasks directly,
without training and without familiarization with the mul-
tiperspective visualization and with the user interface. The
control group subjects wore the HMD even for the AR tasks,
when the portals were highlighted with the red wireframe,
but without the additional perspectives. In addition to age,
the demographic information collected from the subjects
also covered prior AR and VR experience. From the 16
subjects, 8 had prior experience with VR applications, and 6
had prior experience with AR applications.

5.2 Tasks and data collection
Each subject performed four tasks. Two of the tasks are
performed in the urban VR scene, and the other two are
performed in the indoor AR scene. The tasks require subjects
to gain and maintain sight of static and dynamic synthetic
objects placed in the scenes. The control and experiment
configurations of the tasks are identical except for the visu-
alization method employed. The user’s head position and
orientation are tracked and saved for data analysis.

Target tracking task (VR1) In the first urban VR task the
subject is asked to keep a target in view as the target moves
on the streets of the city. The target moves for 38s, after
which the task is complete.

Pair matching task (VR2) In the second urban VR task
the subject is asked to find pairs of spheres with the same
color pattern. There are six pairs of spheres placed at street
level and scattered throughout the scene. The subject selects
a sphere by centering the view on it and by clicking a
hand-held wireless mouse. In the experimental group, the
selected sphere is marked as a ROI and is kept disoccluded
even when the subject changes focus. The subject clicks are
recorded for analysis of the rate of matching error. When
two matching spheres are selected, the spheres are removed
from the scene, and the task is completed when no sphere
remains.

Search task (AR1) In the first AR task, the subject is asked
to explore the corridors of the scene in search of station-
ary targets, implemented as computer graphics ”ghosts”
(Fig. 1.) Only one target is available at one time. A target

is found and removed when the user moves within 2m of
it. Once a target is found, the next target is placed in the
scene, which forces the user to revisit the scene in search of
the new target. The task is completed after four targets are
found. The target locations are the same for the control and
experiment conditions.

Ambush task (AR2) The second AR task is similar to
the first one, except that now the targets move. When the
subject is in the direct line of sight of the target, the target
moves away from the subject. This requires the subject to
”ambush” the target, by waiting around a corner for a target
to move into the intersection where it is ”captured”. The
targets move with the speed of 1.2m/s, so the subject can
also run after the evading target to catch up with it. When a
target is captured, the next target is spawned in a part of the
scene far away from the current position of the subject. The
subject is informed of the target’s evasive motion strategy,
but is not advised of a counter strategy.

5.3 Results and discussion

We analyze scene navigation performance using several
metrics extracted from the subject pose traces recorded
during our experiments. We detect and measure benefits
of the multiperspective visualization compared to the con-
ventional visualization in two ways: using Cohen’s effect
size d [36], and using a two-sample t-test. Cohen’s d is
calculated from measurements performed on the control
and experimental groups, and its value is the difference
between the mean values divided by the pooled stan-
dard deviation. Effect sizes are conventionally qualified as
”small”, ”medium”, and ”large” for the cases where d > 0.2,
d > 0.5, and d > 0.8 respectively. Due to the variation
of effect sizes observed in our metrics, the qualifiers for
effect sizes are expanded to include ”very small”, ”very
large”, and ”huge” for d < 0.01, d > 1.2, and d > 2.0
respectively [37]. We investigate the statistical significance
of the measured improvements using a two-sample t-test,
reporting the probability p (i.e. p-value) for the measured
improvements to be due to chance. We first discuss metrics
used for all four tasks, and then we discuss metrics specific
to individual tasks.

5.3.1 Viewpoint translation
One metric common to all tasks is subject viewpoint trans-
lation. Our visualization brings in additional perspectives
that are invoked and examined with intuitive head motions
and without requiring locomotion to assume their corre-
sponding viewpoints. Therefore, for all tasks, we expect a
reduction in the total distance traveled by the subjects in
the experimental group compared to those in the control
group. As shown in Table 1, the total distance traveled
by the subjects in the experimental group is significantly
shorter. For example, for the VR1 task, 68% of the con-
trol group subjects traveled between 13.7m − 3.4m and
13.7m + 3.4m (i.e. one standard deviation). The difference
between the averages is 8.3m, and Cohen’s d is 2.3, which
corresponds to a huge effect size. The largest benefit of mul-
tiperspective visualization is measured for task VR2, where
the experimental group subjects learned how to search for
targets by staying in place, and where the control group
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TABLE 1: Average distance traveled per subject, in meters.

task control experiment difference p d effect size
VR1 13.7± 3.4 5.4± 3.8 8.3 < 0.01 2.3 huge
VR2 91.7± 47.0 8.2± 7.3 83.4 < 0.01 2.5 huge
AR1 99.1± 3.0 84.8± 12.3 14.4 < 0.01 1.6 very large
AR2 109.3± 16.9 93.3± 17.6 16.0 0.04 0.9 large

Fig. 8: User viewpoint 2D trajectory visualizations for the
urban VR tracking (top) and pair matching (bottom) tasks.
When using a conventional visualization (left), the user
moves over considerable distances. When using the mul-
tiperspective visualization (right), the user can complete the
task by standing in one place.

subjects move repeatedly back and forth as they forget the
colors of the targets. The smallest, but still large, benefit
of multiperspective visualization is measured for task AR2,
where the targets are spawned as far away as possible from
the subject. For the VR tasks, the improvement brought
by multiperspective visualization is statistically significant
with p-values below 0.01. Due to the variable nature of
target spawn locations, measurements for task AR2 also
suffer slightly lower statistical significance (p-value of 0.04).
Overall, the large effect sizes measured for this and other
metrics (Tables 2, 3, and 4) justify the number of subjects
used in the control and experimental groups, i.e. eight and
eight.

Fig. 8 shows the actual trajectories of the control and
experimental group subjects who moved the least while
completing the urban VR tasks. The control group subject
covers a significant part of the scene, whereas the exper-
imental group subject stays within 0.2m of the starting
position.

TABLE 2: Total head rotation, in hundreds of degrees.

task control experiment difference p d effect size
VR1 7.8± 1.3 4.4± 2.4 3.3 < 0.01 1.8 very large
VR2 66.0± 22.5 10.0± 4.8 56.0 < 0.01 3.4 huge
AR1 41.6± 6.9 32.8± 10.8 8.7 0.04 1.0 large
AR2 43.9± 8.7 33.7± 6.8 10.1 0.01 1.3 very large

TABLE 3: Average head downward rotation, in degrees.

task control experiment difference p d effect size
VR1 57.9± 14.3 40.9± 14.2 17.0 0.02 1.2 very large
VR2 48.5± 4.1 28.4± 5.2 20.0 < 0.01 4.3 huge

5.3.2 View direction rotation

The second metric common to all tasks is subject view direc-
tion rotation. The multiperspective visualization performs
automatically most of the view direction rotation needed
for the user to gain line of sight to the target. Therefore, for
all tasks, we also expect a reduction in the total view direc-
tion rotation performed by the subjects in the experimental
group. As shown in Table 2, the subjects in the experimental
group rotated their view direction significantly less. All p-
values are less than 0.05.

For the target tracking (VR1) and pair matching (VR2)
tasks, where subjects tilt their head downwards to look at
targets at street level, we analyzed the average downward
head rotation (Table 3). The subjects in the experimental
group required significantly less downward head rotation
(p < 0.02), which is an important improvement. When
the subject looks down close their feet, the HMD’s lim-
ited field of view covers only a small part of the scene,
which requires moving a lot to search for and to track the
target. In addition, seeing only a small part of the scene
reduces spatial awareness, which further complicates the
tasks. When the view direction is less tilted, the scene is
farther away and more of it is visible, which improves
task completion efficiency. Finally, viewing the scene with
a downward titled view direction is uncomfortable since it
leads to an imbalanced distribution of the HMD’s weight,
as spontaneously reported by two of the subjects.

5.3.3 Task completion time

Table 4 gives completion times for the tasks, with the ex-
ception of VR1 where the task is complete at the end of
the fixed 38 second target trajectory. In the pair matching
task (VR2), subjects complete the task in significantly shorter
time in the experimental group (p < 0.01). This is expected
because the subject is able to simultaneously examine two
spheres, when one of them is marked as ROI and kept
disoccluded, and the other is found and disoccluded by
focusing the view on it. In contrast, the subject in the control
group is only able to examine the spheres sequentially, with
significant physical motion in between. In the search task
(AR1), the subject in the experimental group benefits from
the multiperspective visualization which shows multiple
additional perspectives simultaneously without requiring
physical locomotion, while the subject in the control group
must translate their viewpoint physically, and is only able
to examine side corridors sequentially. Therefore, task AR1
is performed significantly faster in the experimental group
than in the control group (p = 0.01). In the ambush task
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TABLE 4: Task completion time, in seconds.

task control experiment difference p d effect size
VR2 215.5± 86.4 57.8± 26.5 157.7 < 0.01 2.5 huge
AR1 91.5± 8.0 69.0± 19.5 22.5 < 0.01 1.5 very large
AR2 75.1± 24.9 73.6± 19.3 1.5 0.45 0.1 very small

(AR2), however, subjects in the experiment and control
groups take about the same time to complete the task. The
subject in the experimental group is able to leverage the
multiperspective visualization to quickly locate the mobile
target, but may choose to spend time to wait to ambush.
This strategy results in overall less physical locomotion for
the experimental group, but not in faster task completion.

5.3.4 Task-dependent metrics

For the target tracking task (VR1), we measured for what
percentage of the time the subject succeeded at keeping the
target in sight. The target sphere is considered visible if any
part of it is in the subject’s view. In the experimental group,
the subjects achieved 97.5% of target visibility compared
to the control group, which achieved only 74.1% of target
visibility. In other words, even by walking continually, the
subject cannot always keep the target in sight. When the
target makes a turn, the user has to translate significantly
to realign with the street on which the target moves, which
takes time. The improvement is 23.3 percentage points with
a Cohen’s d of 1.4, which corresponds to a very large effect
size. This effect is statistically significant (p = 0.01).

For the pair matching task (VR2), the subject is asked
to select two spheres of the same color in succession. If the
second sphere selected is of a different color, then this pair
of selections is considered a matching error. The subjects
in the experimental group incurred 1.6 erroneous selections
on average, while the subjects in the control group incurred
a higher rate of 2.5 erroneous selections on average. The
improvement is 0.9 selections with a Cohen’s d of 0.4, a
small effect size. The effect is not statistically significant (p =
0.22).

5.3.5 Effect of subject prior AR/VR experience on task
performance

Due to the absence of familiarization periods allowed before
each task, the subjects’ prior experiences with VR and
AR applications were analyzed for any possible effect on
task performance. From the eight subjects with prior VR
experience, four were assigned to the control group and
four to the experiment group, for each of the tasks VR1
and VR2. For AR1, from the six subjects with prior AR
experience, two were assigned to the control group and four
were assigned to the experiment group. For AR2, three of
the AR experienced subjects were assigned to each of the
two groups. Overall, there were no consistent differences
between subjects with and without prior experience within
single groups, and any difference found was statistically
insignificant. Due to the small number of subjects with
experience in a group, a dedicated user study is needed to
investigate fully the effect of prior experiences when using
our visualization methods.

6 CONCLUSIONS AND FUTURE WORK

We have presented novel multiperspective visualizations to
improve navigation efficiency in AR and VR. Our visual-
ization techniques seamlessly integrate perspectives from
multiple secondary viewpoints into the main user per-
spective. The secondary perspectives are selected by the
user intuitively, with minimal or no interface manipulation.
The output supports stereoscopic displays by rendering
the scene with correct depth cues. We demonstrate the
effectiveness of our visualization techniques in a user study
where subjects were asked to accomplish tasks in AR and
VR using an HMD with tracked pose. Based on the study,
we report significant improvement in navigation efficiency
while using multiperspective visualization compared with
using conventional visualization.

There exist limitations to our visualization techniques.
The urban VR visualization assumes that any ROI at street
level can be disoccluded from an overhead perspective.
This assumption does not hold, for example, when the
target object hides underneath a bridge. It is possible to
include additional panning control to the construction of
secondary views, but this increases the complexity of the
user interface. If the target is unreachable, e.g., it hides inside
an enclosed space, then even the addition of panning control
cannot bring it into view, and we must resort to X-ray or
cutaway visualizations. The indoor AR visualization seam-
lessly swings side corridors into view, but the deformation
operation can only guarantee continuity between real and
virtual scene parts joined at a planar portal. Supporting non-
planar portals is possible at the cost of visual complexity.

Fig. 9 compares our multiperspective visualization ap-
proach to handling occlusions to X-ray visualization, for
both the urban VR and the indoor AR scenes. For the VR
scene, the X-ray visualization does not convey the location
of the target (red sphere) with respect to the network
of streets. The multiperspective visualization anchors the
target at the correct street location, and, unlike a simple
overhead view, does also convey the height of the nearby
buildings. For the AR scene, the X-ray visualization covers
a significant fraction of the nearby occluding wall with
the side corridor, which obscures parts of the scene close
to the user. Our multiperspective visualization does not
blend mismatching colors, which maintains the clarity of the
visualization, and confines the depiction of the side corridor
to the user’s view of the portal. Overall, our visualization
presents a different approach to the problem of missing
depth cues suffered by X-ray views.

Our user study relies on conventional visualization for
the control group. The user manages occlusions by physi-
cally navigating the viewpoint to locations from where there
is line of sight to potential ROIs. This first study provides
a useful baseline for our visualization approach. Future
studies could attempt to compare with other approaches to
enhance navigation, such as occlusion management based
on X-ray, cutaway, and explosion visualization. We foresee
that some applications, scenes, and tasks will be better
served by one approach over another. Furthermore, hybrid
approaches should also be investigated.

Our approach to VR navigation has potential advantages
in a multi-user environment. Unlike non-linear VR naviga-
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Fig. 9: Comparison between conventional (top row), X-ray
(middle row), and multiperspective (bottom row) VR (left)
and AR (right) visualizations. The street-level target (left)
and the side corridor (right) are occluded in conventional
VR and AR visualizations. Unlike the multiperspective visu-
alizations, the X-ray visualizations do not convey the street-
level location of the target and the nearby geometry.

tion techniques such as teleportation, redirected walking, or
non-linear mapping, our method strictly preserves mapping
between physical and virtual spaces at unit scale for the
main, user perspective. This opens up possibility for multi-
ple users to simultaneously collaborate in a shared VR scene.
Consider the urban VR scene visualized by multiple users.
The same target can be disoccluded simultaneously for all
users with multiperspective visualizations tailored to each
individual user. Each multiperspective visualization shows
the target at the same undistorted location, which allows the
multiple users to refer to the target consistently.

Our work introduces a paradigm where the user receives
visual assistance from additional perspectives, without the
disorienting effect of abandoning the main perspective. Our
work does not advocate for supplanting all user physical
locomotion through the use of multiperspective visualiza-
tion. Instead, our contribution is a flexible framework where
the user can choose how much to walk and how much to
rely on the multiperspective visualization. For example, in
target tracking, some users relied completely on the multi-
perspective visualization which all but eliminated the need
to walk, and some other users only relied on the multiper-
spective visualization to simplify their walking trajectories,
in order to succeed at keeping the target in sight without
having to walk fast and with abrupt turns. Inspired by the
significant reduction of physical locomotion for some users
in the urban VR scene, future work could study multiper-
spective visualization in VR or AR applications where the
user is seated or almost stationary. Such applications in-
clude navigation between multiple virtual displays in a VR
desktop, assisted surgical operations with multiperspective
augmented annotations, or improved situation awareness

during operation of machinery or vehicles.
In the indoor scene, the multiperspective visualization

shows what is visible beyond the first turn, and the user
still has to walk to be at most one turn away from the target.
Future work could examine extending the multiperspective
visualization to show what is visible beyond the second
and third turns away from the current user position, which
will undoubtedly come at the cost of increased visualization
complexity. Future studies are needed that will leverage the
flexibility of our multiperspective rendering framework to
investigate the optimal trade off between multiperspective
disocclusion power and visualization eloquence
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