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•Information Explosion
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Visual System
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CS 53000 - Introduction to Scientific Visualization - 09/08/2011
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Computational Fluid Dynamics

Weather modeling 
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Flow Visualization - Origins
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Experimental Flow Visualization
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Experimental Flow Visualization
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A Little Bit of Math

• Differential equation associated with smooth vector field 

•	
with                      : trajectory (or streamline)                        

• Steady:    does not depend on time vs. unsteady (“time-
dependent”, “transient”)

• Initial conditions:  dx
dt

= ⇧v(t,x)x : IR�Mn
x(0) = x0

dx
dt

= ⇧v(t,x)

⇥v

x(0) = x0

x : IR� IRn

position of particle at time t

flow velocity at x at time t
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Streamline Computation 

•Previous equation is an ordinary differential 
equation (ODE)

•Closed form solutions (analytic) are not 
available in general 

•Numerical ODE solvers are needed 
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Runge Kutta 4 (RK4)

• Multiple intermediate steps to achieve higher accuracy
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Streamlines
• Basic idea: visualizing the flow directions by releasing 

particles and calculating a series of particle positions 
based on the vector field
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Streamline Seeding
• Isolated streamlines provide poor picture of the 

flow continuum
• Large number of streamlines create visual clutter
• Seeding strategy is important to effectively 

leverage streamlines in visualization
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Hand Drawn Flows
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Automated Results
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Streamline Seeding

Turk and Banks, SIGGRAPH 1996
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Streamline Seeding
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Stream Surface
• Surface spanned by union of infinite many streamlines integrated 

from a curve
• Everywhere tangential to the flow
• “Natural” extension of streamlines in 3D

t

s

initial curve

streamlines
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(Naïve) Implementation
• Sparse set of streamlines integrated independently
• Ribbons connecting neighboring streamlines 
• Corresponds to a triangulation in parameter space
• Extremely inaccurate and/or inefficient
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Stream Surface
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Advancing Front

Garth et al., VisSym 2004
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Advancing Front
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Advancing Front
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Path Surface

C. Garth et al., Generation of Accurate Integral Surfaces 

in Time-Dependent Vector Fields. IEEE Visualization 2008
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Path Surface
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Path Surface
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Path Surface
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Texture Mapping on Path Surfaces
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Texture Mapping

C. Garth et al., IEEE Visualization 2008
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Streak and Time Surfaces
• Similar adaptive front refinement principle

H. Krishnan et al., IEEE Visualization 2009
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Streak and Time Surfaces
• Similar adaptive front refinement principle
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Coherent Structures in Flows
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Lagrangian Coherence

von Kármán vortex street

Visualization of Coherent Structures in Transient Flows 5

significantly be employing the computational power available through the use
of commodity graphics hardware (GPU). We will not give our method here,
due to space considerations, but will present it in forthcoming work. Instead,
we will focus on visualization of the results of this computation.

4.1 Direct FTLE Visualization

The earliest work on direct FTLE visualization was again done by Haller [1],
who used a dense color mapping to visualize basic FTLE structures that cov-
ers all primary colors. With this approach, Lagrangian coherent structures
appear as local maximizing lines of the FTLE field. However, his visualization
is unfortunate in the sense that maximizing lines are not intuitively identifi-
able with a single color. If weaker coherent structures exist, they may have a
di�erent color than the stronger structures elsewhere in the field. Therefore,
this technique does not lend itself well to an intuitive understanding. One
possible remedy for this is a ridge extraction followed by the visualization of
these locally maximizing lines. However, these approaches are usually highly
sensitive to numerical issues, and can result in false positives. Moreover, co-
herent structures are presented in a skeletonized fashion, clearly describing
their existence but not the relative strength.
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Fig. 1. Two dimensional FTLE color
map.

A second topic of importance
is the temporal orientation of the
FTLE computation. Looking at the
FTLE in forward time, it is es-
sentially a measure of the maximal
stretching of local pathlines, and is
therefore a good candidate to visual-
ize coherent structures of a diverging
nature. To achieve similar results for
converging structures, it is necessary
to also look at the FTLE in back-
ward time, i.e. compute the mea-
sure of local pathline convergence.
In the following, we will abbreviate
these two di�erent scalar measures
FTLE+ and FTLE� to indicate for-
ward resp. backward temporal orien-
tation. Again, naive color mapping
has di⌅culties of representing these
two quantities simultaneously, sim-
ply because they do not follow an exclusive-or relationship. This is limiting
especially when applied to incompressible flows that often show regions of
saddle-type behavior where both FTLE+ and FTLE� have a significant value.

We therefore propose a two-dimensional color mapping scheme. First, we
normalize the FTLE fields over the space-time domain of the given dataset
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