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Abstract— A mobile ad hoc network is a collection of wire-
less terminals that can be deployed rapidly. Its deficiencies
include limited wireless bandwidth efficiency, low throughput,
large delays, and weak security. Integrating it with a well-
established cellular network can improve communication and
security in ad hoc networks, as well as enrich the cellular
services. This research proposes a cellular-aided mobile ad hoc
network (CAMA) architecture, in which a CAMA agent in the
cellular network manages the control information, while the data
is delivered through the mobile terminals (MTs). The routing
and security information is exchanged between MTs and the
agent through cellular radio channels. A position-based routing
protocol, the multi-selection greedy positioning routing (MSGPR)
protocol, is proposed. At times due to the complicated radio
environment, the position information is not precise. Even in
these cases, the MT can still find its reachable neighbors (the
association) by exchanging ”hello” messages. This association
is used in complement with the position information to make
more accurate routing decisions. Simulation results show that
the delivery ratio in the ad hoc network is greatly improved with
very low cellular overhead. The security issues in the proposed
architecture and the corresponding solutions are addressed. The
experimental study shows that CAMA is much less vulnerable
than a pure ad hoc network.

Index Terms— heterogeneous networks, ad hoc networks, cel-
lular networks, quality of service, security

I. INTRODUCTION

Future wireless technology aims at providing an umbrella of
services to its users. Ad hoc networks have become attractive
for their potential for commercial applications. Routing in
ad hoc network is a challenge due to the mobility of users
and the lack of central control. Different routing protocols
are proposed in [8],[36],[37],[43]. These approaches suffer in
network performance that includes large routing overhead, low
throughput, and large end-to-end delay. In ad hoc networks,
the issues of quality of service (QoS) [39] and security [50] are
even more complicated because of the lack of reliable methods
to distribute information in the entire network.

The integration of heterogeneous wireless technologies can
improve the network performance, thereby meeting the de-
mands for different quality of service (QoS). This research pro-
poses a novel integrated architecture, called the cellular aided
mobile ad hoc network (CAMA), to improve ad hoc networks.
The architecture uses the idea of “out-of-band signaling”
(over a cellular network). This enables an ad hoc network
to improve the quality of network control and management.
An analogy can be drawn to the Signaling System 7 (SS7),
a common architecture for out-of-band signaling in support
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of the call-establishment, billing, routing, and information-
exchange functions of the public switched telephone network
[14]. Another important feature of the proposed architecture
is the availability of global information for the entire ad hoc
network.

A typical CAMA architecture is shown in Figure 1. It is
operated in places where a mobile ad hoc network overlaps a
cellular network. The servers that are in charge of operating
CAMA, called CAMA agents, are deployed in the cellular
network. Each CAMA agent covers a number of cells and
knows which mobile ad hoc user (MT) is a registered CAMA
user. To get more user information, an agent should be
connected with a home location register (HLR). These agents
collect information for the entire ad hoc network and are
involved in its authentication, routing, and security. MTs may
contact the CAMA agents through the cellular network’s radio
channels to exchange the control information. As the CAMA
agent can work as a position information server, positioning
routing will be applied in this architecture.

CAMA is operated in areas well covered by a cellular
network, such as metropolitan areas. The centralized CAMA
agent is an easy solution for authentication, authorization,
and accounting (AAA) in ad hoc networks, yet AAA is very
difficult to implement in the pure ad hoc networks. Lack
of AAA has been a major obstacle for commercial ad hoc
networks. On the other hand, low-cost, high-data-rate ad hoc
channel is suitable for wireless multimedia services. These
services over the ad hoc channel can be supplementary to
the normal cellular network services. Other than peer-to-
peer communications in CAMA ad hoc networks, special
MTs can also act as Internet access points, through which
other MTs can connect to the IP network, instead of through
expensive cellular channels. The additional load of control to
the cellular network is compensated by the profits generated
by the integrated network.

The proposed architecture is different from wireless LANs
[2], [11]. In WLAN, all the control and data packets have to
go through fixed access points. In CAMA, only control data
goes through a cellular base station, while all other data is
kept in the ad hoc network.

CAMA is different from the ad hoc networks with fixed
nodes (i.e., server access points), which act as base stations.
In such an ad hoc network, the mobile ad hoc users might have
no idea whether a fixed node has joined the network or not.
The fixed nodes are difficult to access because they have the
same wireless channel coverage as the mobile ad hoc users.

CAMA can greatly improve ad hoc routing and security by
using efficient out-of-band signaling and centralized control.
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Fig. 1. Cellular-aided mobile ad hoc network.

These are discussed in the following sections. In addition,
CAMA can improve the ad hoc network in:

• Synchronization The clock for all ad hoc users can be
adjusted according to that of the cellular network in one
step.

• Authentication In CAMA, MTs can go through the same
authentication procedure as in cellular networks. The
MTs can also be authenticated by special MTs, which can
be reached easily by an entrant MT through the cellular
radio channel.

• Power saving The transmitting power of MTs can be
estimated since the distance between any two MTs is
known. Additionally, in any new route discovery, the
intermediate MTs need not receive and forward routing
packets.

• Radio resource allocation The centralized CAMA agent
can guide MTs to access the proper ad hoc channels in
networks which have more than one ad hoc channel.

• Broadcasting and multi-casting Data can be sent to
the base station (BS), and broadcast or multicast through
the cellular radio channel. No further data forwarding is
needed.

• Finding cluster head in clustered ad hoc routing In
clustered ad hoc routing [27] [29], the CAMA agent can
determine the cluster heads since it has the information
of MTs, e.g., positions, stability, and power. On the other
hand, clustered routing may improve CAMA. The CAMA
agent has to communicate only with cluster heads, thus
reducing the load in the cellular network.

CAMA is very feasible. Compared to the size of a cell in
a normal cellular network, the size of an ad hoc network is
relatively small because of the shorter transmission distance. It
is probable that one cell covers an entire ad hoc network. This
makes the operation fairly easy because all the MTs have to
connect to only one BS. It is also possible for a cell to cover
more than one ad hoc network. For larger ad hoc networks
which cross more than one cellular cell, the CAMA agent can
collect the information from all BSs involved.

The UMTS network has synchronization and broadcast
channels. These can be directly used by the proposed archi-
tecture. UMTS also has up-link and down-link common-share
channels for short messages. MTs may use these channels

to exchange information with the CAMA agents. For a 2G
cellular network (e.g., GSM), a number of channels can be
reserved for CAMA implementations.

Today’s semiconductor design technology makes building
mobile terminals that carry multiple transmitters and receivers
quite easy. Mobile terminals can also run different protocols.
On the other hand, it is common for different networks or
operators to cooperate with each other in providing a certain
service. An example is the global roaming service for a cellular
user. There should be no problem for the future ad hoc network
to cooperate with the cellular network in service management
(e.g., billing).

Additionally, the services provided by cellular networks are
no longer restricted to voice services. The new business mod-
els in international mobile telecommunication (IMT) enable
cellular users with a simple user ID to get authorized to use
different services on different mobile terminals (if needed).
The ad hoc service can be added to the original phone service
without assigning the user another user ID.

The rest of the work is organized as follows. In section II,
we briefly review the previous work related to integrated
networks, positioning routing, and security. In section III, we
describe the positioning routing in CAMA. In section IV, we
go through some security issues. In section V, we show the
major simulation results. In section VI, we conclude our work.

II. PREVIOUS WORK

A. Heterogeneous Integrated Wireless Networks

Heterogeneous integrated wireless networks have been
widely applied and studied. Examples of application of in-
tegrated technology are AMPS/IS-95 cellular network, global
positioning system (GPS) applied in cellular network to pro-
vide position services, and satellite/cellular network [15], [42].
There is also a growing interest in the integration of cellular
network and wireless LAN (WLAN). The Universal Mobile
Telecommunication System (UMTS) [12], [20], [41], also
called the 3G cellular network, is able to provide different
services (voice and data services) on its own. However, due
to the limited radio bandwidth, the network cannot accom-
modate a large number of users simultaneously, especially for
applications requiring fast data transmission rate. In addition,
the service cost is high. As a supplement to the cellular
network, WLAN may provide services with high transmission
data rate at a relatively low cost. The integration of these two
heterogeneous networks can provide better service by having
mobile users handoff back and forth between the networks to
get the desired services [33], [38] and [47]. However, WLAN
has a very small radio coverage (especially in urban areas)
and can only provide services to users very close to its fixed
access points. To be able to serve most of the users in such an
integrated network, a high density of WLAN access points
have to be deployed. This leads to the increased cost and
reduced efficiency of the fixed infrastructure. To overcome this
drawback, an ad hoc network can be used instead of WLAN.
In the ad hoc/cellular integrated network, multi-hop ad hoc
links virtually extend the radio coverage. The mobile users
outside the radio coverage of service access points (fixed or
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mobile) can also be accessed through intermediate forwarding.
Peer-to-peer service can be achieved directly through the
ad hoc network without going through the cellular network.
Additionally, the ad hoc channels may be used to forward
traffic between cells to get load balancing in the cellular
network. This further improves the cellular network’s capacity.
The research of integrated ad hoc/cellular network can be
found in [17], [45], and [46]. These works focus on how ad
hoc network may enhance cellular services. The approach may
be called ad hoc aided cellular networks.

B. Ad hoc Routing with Positioning Information

The global positioning system (GPS) [1], [35] has been
widely used for positioning service. Based on the received
satellite signals, an object may determine its own position
through the built-in GPS chip. With the help of GPS, a source
MT may know where the destination MT is and make the
proper routing decision. Such a routing method is called a
GPS-aided positioning routing. A greedy perimeter stateless
routing (GPSR) protocol is studied in [10]. In GPSR, The next
hop of a route is always the MT closest to the destination. An
MT needs to know the precise position of all the other MTs.
The authors make an assumption that there exists a position
server. In [22], a source MT is assumed to know the position
of the destination MT. Routing requests are not flooded in the
network, but forwarded only towards the destination to reduce
the routing overhead. In [19], a positioning routing protocol
similar to that in [22] is studied. Other works on GPS aided
routing can be found in [26][28].

Position management is studied in detail in [7],[25]. In [25],
a distributed location server model is described. An MT uses
other MTs within a certain area as its location servers. The
MT will send its position to these location servers periodically.
Other MTs can know this MT’s position by reaching any of its
location servers. In another location management approach [7],
each MT has a virtual home region (VHR) with a fixed center.
An MT updates its position by sending position advertisements
to its VHR. In both papers, MTs have to know the approximate
coverage of the ad hoc network. There is a relatively large
overhead for location updates.

In an environment where GPS is not available, such as an
indoor office, relative positioning information can be used by
the ad hoc network to determine routing. A self positioning
algorithm is used to calculate the relative positions for MTs
in [7], so that a network coordinate system can be built
for location information. In another paper [43], the authors
propose a routing technique based on the association among ad
hoc users instead of the precise locations. This routing protocol
is called association beaconing routing (ABR) protocol. In
most existing ad hoc routing protocols, there is a “hello”
message that may help an MT get information about its
neighbors. Yet it is difficult to achieve link-state routing in
ad hoc networks because of the dynamic topology and slow
information distribution.

In previous works, there is no specified centralized server
providing global information, so a positioning routing based
on the precise global position information can not be applied.

C. Security

Ad hoc networks are particularly vulnerable to attacks. This
is due to its features of open medium, dynamic changing
topology, cooperative algorithm, lack of centralized moni-
toring and management point, and the lack of a clear line
of defense. Security in a pure ad hoc network also suffers
from the slow information distribution, i.e., MTs may not
be informed about an attack even after the attack has been
discovered for some time. Security in ad hoc network can be
achieved in two ways: 1)By preventing the ad hoc network
from attacks (pro-active security) and 2)By detecting the
intruders or malicious users and excluding them from the
network (reactive security). The research for the pro-active
security is mainly about key implementation and distribution.
The research for the reactive security is mainly about the
architecture to monitor the network, the information to be
collected for intrusion detection, and the proper reactions to
attacks.

Some general issues and proposed solutions for security in
ad hoc network can be found in [21]. In [4] and [16], the ad
hoc group key distribution without any certification authority
(CA) is described. The efficiency of the key establishments is
also studied in [4]. However, these key distribution schemes
only work for small ad hoc user groups, where users can
contact directly with each other. In [23], [40] and [50], the
threshold cryptography (see [13])is proposed for ad hoc key
management. A user can only recover the key after it contacts
a number of key servers (or key-share holders). This improves
the network’s robustness since the danger of one compromised
key server destroying the overall key management system
is excluded. Yet there may be key assignment failure, and
assigning proper key servers is not an easy task in ad hoc
network. In [18], a decentralized key agreement scheme is
studied. Each MT has a trusted group around itself. Two MTs
exchange their public keys by merging their trusted groups,
thus each MT does not have to keep the public keys for all the
other MTs. The drawback of this scheme is that there may be
key agreement failures, especially in larger ad hoc networks.

In ad hoc networks, routing is a major security concern.
In [34], a security association between the MT initiating the
routing query and the sought destination MT is built by using
message authentication code. Two mechanisms are used to
secure AODV routing messages in [48]: digital signatures to
authenticate the non-mutable fields of the messages, and hash
chain to secure the hop count information. Both schemes in
[34] and [48] aim at preventing the intermediate MTs from
adding false routing information based on the assumption that
there is a previous key agreement between the source and
destination. An authenticated link-level routing protocol is
proposed in [6] to secure the binding of IP addresses and
MAC addresses in ad hoc networks.

For reactive security, a general architecture for intrusion
detection in ad hoc network can be found in [49]. Each MT
has its own intrusion detection system to monitor its local
environment, and at the same time, to exchange the intrusion
information with its neighboring MTs. The overall intrusion
detection system is complicated and it depends on the trust
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between the neighboring MTs. A similar intrusion detection
architecture is discussed in [3].

There is routing misbehavior when the malicious MTs may
drop, modify, or misroute packets in an attempt to disrupt
the routing service. In [5], such routing misbehavior can be
mitigated by an adaptive probing technique used to identify the
exact fault link in a multi-hop routing failure. In watch dog
scheme [30], an MT listens to its next hop MT to make sure
it forwards its packets correctly. This consumes more power
because an MT has to receive the same packet twice, i.e.,
from both its previous hop and its next hop. In [9], a protocol
similar to the watch dog protocol, the Grudge-bird protocol, is
proposed to improve the security for dynamic source routing
(DSR) protocol. The vulnerability and protection in ad hoc
on demand vector routing (AODV) protocol is investigated
in [44]. In all the related works, the reaction of the intrusion
detection is to exclude the malicious MTs (links) from routing
or network services.

Previous research has pointed out the difficulty in enhancing
security in an ad hoc network. This is because of lack of
the centralized CA and security control point in a pure ad
hoc network. The distributed security architecture can improve
the ad hoc network security. However, the tradeoff is long
decision time, increased network overhead, and inaccurate
security judgment.

III. POSITIONING ROUTING IN CAMA

A. Centralized Positioning Routing

In CAMA, positioning routing is more feasible since the
CAMA agent may work as a centralized positioning informa-
tion server. An MT can find its precise geographical position
through GPS 1. The position information is sent to the CAMA
agent through the BS. An MT’s position can also be found by
the cellular network using the recent cellular position service.
Distinct from the positioning routing used in the pure ad
hoc network, in CAMA routing, the current position of each
MT can be well known. An initial route from a source to a
destination can thus be determined either by CAMA agents
or by MTs. If the routing is determined by MTs, the BS
will have to broadcast the most updated position information.
Based on the received information, each MT makes its own
routing decision.

In this work, CAMA agent is considered to be making
the routing decision. Compared to MTs, the CAMA agent
has more complete global information for the entire ad hoc
network. This centralized routing mechanism also brings ad-
vantages of routing optimizations, security, radio resource
allocation and power savings. Additionally, the centralized
routing scheme does not need the periodic downlink broadcast-
ing of the positioning information which normally consumes
large cellular radio bandwidth and MT power. However, the
centralized control has its disadvantage. An MT may have
to wait for a long time to get the routing decision from
the CAMA agent if too many MTs send routing requests at
the same time. The delay is mainly caused by the backoff

1The future 3G cellular network services include MT position service.
However, in this paper, we focus on GPS.
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Fig. 2. Routing table for MT A.

delay due to the uplink transmission collision. In the case of
a CAMA agent serving MTs from more than one cell, the
delay also includes the uplink request queuing delay and the
downlink reply queuing delay. If the downlink delay is too
high, the route may lose its contemporariness. A new route has
to be determined by the updated position information. From
the point of view of security, the centralized routing decision
scheme may suffer the attack of denial of service (DoS).

In a real wireless network, especially in the urban area, two
geographically close MTs may not reach each other via radio
due to the complex radio propagation environment (e.g., radio
block). To improve the GPS routing correctness, MTs can send
“hello” messages to their neighbors to make sure they are
reachable to each other (see method in [43]). This association
information is sent to the CAMA agent with MTs’ precise
positions, so that the CAMA agent may know exactly what
link exists, and make more accurate routing decisions. This,
however, increases the overhead in both the cellular network
and the ad hoc network. It should be noted that based on
association between MTs, the CAMA agent may also make
the routing decisions through link state routing methods (e.g.,
shortest path open first (OPSF)). The method is not as straight
forward as GPS positioning routing and will be studied in our
future work.

B. Routing Algorithm: Multi-Selection Greedy Positioning
Routing (MSGPR)

For each MT, the CAMA agent keeps the position infor-
mation table (shown in Figure 2). The table includes this
MT’s position, the IDs of its neighboring MTs within its radio
coverage, the positions of its neighboring MTs, the distance
d from the MT to its neighboring MTs, and ∆d, the change
of distance between the MT and its neighboring MTs based
on the last two position updates. An MT’s neighbors can be
its next hop only when d + ∆d ≤ dτ , where dτ is a distance
threshold value within which two MTs can build a link with
a required quality . This table is updated whenever there is a
position update for any of the members in the table.

It is shown in [24] that GPSR may not find the best route.
Additionally, GPSR considers the distance as the only rout-
ing judgment criteria. A novel routing algorithm–the multi-
selection greedy positioning routing (MSGPR) algorithm–is
proposed for GPS-aided position routing when using CAMA.
In MSGPR, for a resource MT, n of its neighboring MTs
which are closest to the destination are found at the beginning,
as its next hops. These n MTs form an original searching set.
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For each MT in the original searching set, n of its neighboring
MTs which are closest to the destination are found, which
also form an original searching set with no more than n × n
MTs (some MTs may be selected by more than one MT at
the previous hops). From this original searching set, only
n MTs closest to the destination are kept as the selected
searching set. So n different routes starting from the source
are kept. For each MT in the selected searching set, again n
of its neighboring MTs which are closest to the destination
are found. The procedure is repeated until the destination is
included and a maximum of n different routes can be found.
In the route searching process, the route diversity is kept as
high as possible.

An example of this routing scheme is shown in Figure 3
with n = 2. The original searching sets and selected searching
sets after each steps are: 〈B, C〉 and 〈B, C〉; 〈F, H, E, D〉 and
〈H, E〉; 〈G, N, I, K〉 and 〈G, I〉; 〈L, T, J〉 and 〈T 〉. The two
selected routes are: S → B → H → G → T and S → C →
E → I → T .

To rank these n selected routes, the most important criteria
considered is the packet end-to-end delay. Ignoring the propa-
gation delay, the end-to-end delay depends on the transmission
delay and the back-off delay. The transmission delay is the
delay when a packet is transmitted and received. It depends
on the number of hops in the route (assuming the fixed ad hoc
channel bandwidth and the fixed data packet length). The back-
off delay is caused by the collision during the access process
and it depends on the density of MTs around the link and the
corresponding traffic. To conduct routing optimization, a new
metric is added–the number of reachable neighboring MTs for
an MT in the route. If this number is too small, there will be
less route diversity, or in the worst case, no route can be found.
If the number is too large, there may be a lot of transmission
collisions and a large backoff delay. The experimental value
for the average backoff delay with different number of MTs
using CSMA/CA can be found by simulation. The end-to-end
delay for a route can then be estimated by knowing the number
of hops and the number of surrounding neighboring MTs along
the route. After ranking the routes, the CAMA agent sends the
source MT the route with the highest rank. If the route cannot
go through because of radio block, or because the route is
broken due to mobility of MTs, the source MT reports to the
CAMA agent. When there is no position update, a new route
selected from the rest of the routes that do not include the bad

link is sent to the source MT. Otherwise, new routes have to
be found again by using the routing search algorithm.

C. The Procedure for Making Routing Decisions

When an MT needs to send data to its destination, it will
send a routing request to the CAMA agent through the cellular
radio channel. The channel can be the random access channel,
the uplink common packet channel, or a pre-assigned traffic
channel in UMTS. CSMA/CD can be the random access
technology for the cellular uplink access. The MT will re-
send the routing request if it does not receive the routing reply
after a time-out. The failure to receive a routing decision is
caused mainly by collision with the hidden MTs. However,
the hiding terminal problem here is not as serious as that
in WLAN since the cellular radio coverage is large enough
compared to the size of ad hoc network. The CAMA agent
replies to the MT with a complete route including every
intermediate MT through the forward access channel, the
downlink shared channel, or a pre-assigned traffic channel of
the cellular network. Since the positions of all the MTs are
well known, the distance for each hop is also known and the
transmission power of each MT can be estimated.

To further save power, MTs may “sleep” but listen to the
cellular channel (e.g., the broadcast channel or the paging
channel) periodically when they are not included in any active
routes. When a new routing decision is made, the BS will
page all the intermediate MTs on the route with the destination
MT by broadcasting their IDs. These MTs will “wake up” to
receive and transmit the data packets. After all the packets are
received by the destination, the route will be released and all
MTs on the route “sleep” again. The routing information is
carried in the header of each data packet, as is in DSR [8].
The intermediate MTs read the routing decision to find their
next hop, as well as the recommended transmitting power.

D. Position Update

Position update is needed when an MT moves away from
its previous position. For the GPS-aided positioning routing,
an MT has to send its new position to the CAMA agent
through the cellular channel. The new positions are updated
periodically, with a time threshold value for the update period.
This value is based on the given probability of wrong routing
decision caused by out-of-date position information being no
more than a value pτt. It mainly depends on the network
traffic, i.e., how often a new route has to be determined and
how often an MT is included in a new route.

It is possible that when it is time for an MT to update its
position, it remains close to the position in its previous update.
A new position update is not necessary since there is no change
in routing topology, and position update brings signaling and
operating load to the cellular network. To determine whether
a position update needs to be sent, another threshold value of
the distance between an MT’s updated position and its position
during last update should be defined. This threshold value is
based on the requirement that the probability of a one-hop link
break due to the non-updated position information should be
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no greater than pτd. It should be adaptive in the networks with
different MT mobility patterns.

The threshold values can be estimated mathematically. To
determine the time threshold value, we assume that λ is the
mean of a Poisson packet arrival to each MT, and m is
the average number of hops in each link. The time interval
between any two cases in which an MT has to be active in a
route is approximately negative exponentially distributed with
a mean of 1/(λ × m), so that the time threshold value can
be calculated by solving the equation 1 − e−λ×m×tτ = pτt.
For the distance threshold value, we assume that the original
positions for two connected MTs are A and B. After a while
these two MTs move to the new positions which are A’ and B’
respectively, as shown in Figure 4. The new distance between
these two MTs, dA′B′ , is that in Eqn. 1.

Assume dAB , dAA′ , dBB′ , ϕA, ϕB are independent random
variables with known distributions, the probability density
function (PDF) for dA′B′ ≤ r under different distance thresh-
old values can be numerically calculated, where r is the
maximum ad hoc radio coverage. From the PDF function,
we can find the threshold value dτ for dAA′ and dBB′ so
that p ≤ pτd. A numerical result of the percentage of a link-
break against different distance threshold values is shown in
Figure 5.

Special updates may be needed when the radio environment
for an MT changes significantly (e.g., when an MT turns
a corner or goes into a building). These changes can only
be measured by sending “hello” messages between MTs for
reachable neighbors.

IV. SECURITY IN CAMA

Cellular networks have their own security concerns and
solutions. In CAMA, our concern is for security issues related
to the ad hoc network. Compared to pure ad hoc networks,
achieving security in CAMA is much easier because the
CAMA agent can work as a central security control point for
key distributions and intrusion detections. The CAMA agent
can also broadcast the information through BS whenever the
network security is threatened, e.g., when an intrusion is de-
tected or a comprised MT is found. Moreover, the positioning
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routing is less vulnerable than other ad hoc routing protocols
such as the AODV protocol. Yet CAMA has its unique security
weaknesses. In cases when the GPS signals are interfered such
that MTs cannot calculate their own positions, the GPS-aided
positioning routing will not work at all. This problem can
only be solved by increasing the robustness of GPS technology
[31] [32]. Another security weakness affecting CAMA is that
the CAMA agent may be the target of attack for denial of
service (DoS). This does not happen in pure ad hoc networks.
However, the connection between the CAMA agent and an
MT is very short, and the number of MTs in an ad hoc
network normally is not very large. Therefore, it is less likely
for CAMA to suffer DoS than does the wired network.

This section discusses the security problems and the pro-
posed solutions caused by the false position information sent
by MTs, by MT’s Byzantine misbehavior, and by ad hoc
channel jamming. It is assumed that there is no error or radio
block problem in the radio channels, and the malicious MTs
do not collaborate with each other.

A. Routing Security Against the Intended False Positioning
Information

Due to the dynamic routing topology in an ad hoc network,
an inside attack on routing information is one of the major
security concerns. The routing with global positioning infor-
mation makes attack on routing less possible. In the routing
discovery stage, the compromised (malicious) MTs can only
attack routing by sending the wrong positions. Based on this
wrong information, the CAMA agent may make wrong routing
decisions by including the MTs with false positions into the
route. If there are relatively a large number of compromised
MTs, it may cause routing problem and takes time to find
the right route. This leads to increased cellular overhead and
decreased ad hoc delivery ratio.
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The pro-active solution for this problem is to have MTs send
IDs of their reachable neighboring MTs as well. The CAMA
agent can use the network association to make a judgment as
to whether an MT is sending its true position or not.

The reactive solution is intrusion detection. The CAMA
agent will try to find out the malicious MTs and exclude them
from the network. To find out these malicious MTs, an MT
sends the CAMA agent a routing failure report when it finds
that its next hop actually does not exist. The report is encrypted
to ensure the originality and the CAMA agent should have the
public keys for all the MTs. Note that a malicious MT can also
send the right position but false routing failure report claiming
that it cannot find its next hop. If a malicious MT always
behaves maliciously (i.e., always sends the wrong position
information or send the wrong report), the malicious MTs
can be eliminated easily by keeping the record of all good
MTs. However, malicious MTs may act more intelligently,
and can act maliciously only occasionally. In this case, by
receiving each single report, the CAMA agent can only make
the record of this routing failure and the link is excluded from
the future routing decisions until a location update from either
end of this link is received. The CAMA agent also makes
question marks on both the MTs and gives them some bad
credits. To encourage an MT to report a routing problem,
fewer bad credits are given to MTs that report problems. After
a number of reports related to the same MT are received and
the accumulated bad credits for this MT reach a threshold
value, the CAMA agent can make a decision that this MT is
malicious and should be excluded from the network.

The decision rule can also be made on the premise that
the probability of a good MT to be judged as malicious
should be no more than a value, pτ . The rule for judging
malicious MTs can be defined if the ad hoc network is large
enough and MTs are uniformly distributed. In this case, there
is approximately an equal probability, defined as pr, for each
MT to be included in a route. pr is also the probability that
a malicious MT who sends the wrong position information
to be selected in a route. For a malicious MT who sends the
right position and is included in a route, it can be assumed
that this malicious MT has a probability of pf to send a
false report. Then, the probability of a malicious MT that
1) sent the right position, 2) was selected in a route, and
3) sent a false report is prpf . Since malicious MTs are
not collaborative and there is no radio block, when an MT
sends a routing failure report claiming it cannot find its next
hop, the probability that the sender is malicious and sends
the false report is prpf/(pr + prpf ) = pf/(1 + pf ). The
probability that the sender’s next hop is malicious and sends
the wrong position is pr/(pr + prpf ) = 1/(1+ pf). Note that
pf/(1 + pf ) ≤ 1/(1 + pf ). It is consistent with the rule that
less bad credits are given to the reporters. For an MT, if it
sends the report m times and is reported as the non-existing
next hop n times, the probability that it is a good MT, P is:
P = (pf/(1 + pf ))m(1/(1 + pf ))n.
When P is smaller than pτ , the CAMA agent can make the
decision that this MT is malicious and should be eliminated
from the network. This rule of judging maliciousness will not
be precise in case of small sized networks or un-uniformly

distributed MT patterns. Since in those cases, some MTs (e.g.,
MTs close to the center of the network) may have more
chances of being included in a route.

B. Security Against Byzantine Behavior

In CAMA, an MT gets to know the route from the CAMA
agent and this route is carried in the header of the data packet.
The MTs on the route can read the routing decision from
the packet header, thereby knowing where the next hop is.
To prevent the routing information from being changed by
the intermediate malicious MTs, the information is encrypted
using the source MT’s secret key. The CAMA agent sends
the source MT’s public key to the intermediate MTs when
it pages them to wake up. The intermediate MTs can read
the routing information, but cannot change it. It is possible
that an intermediate compromised MT interrupts the routing
information such that the MT on its next hop cannot read it.
In this case, the next hop MT will report to the CAMA agent
through the cellular channel. The rule for judging a malicious
MT is the same as that used in detecting MTs who send the
false position information.

The intermediate compromised MTs can also interrupt the
data. Watch Dog scheme in [30] can be used to avoid this
attack. The disadvantage of “Watch dog” is discussed before.
If the watch dog scheme is not used, the corruption of data
will not be found until the destination MT tries to decrypt
it. This is because data should be encrypted by a secret key
only known to the source and destination MTs. Without any
central control point, to find out questionable MT is difficult.
The source may have to ask every intermediate MT to send
a copy of its received data packet to match with the original
one. In CAMA, with the help of CAMA agent, the bad link
can be found more easily. There are two ways to detect such a
bad link: the downlink data match and the uplink data match.

In the downlink data match, the CAMA agent broadcasts
the Hash code for the original packet to all the intermediate
MTs. These MTs can compare their own Hash codes with the
right one. MTs then send a message confirming to the CAMA
agent whether or not they received the correct data packet. This
message may contain only one bit of information (0 or 1) and
can be piggy-backed in some other uplink messages (e.g., the
position update message). Based on the information it collects,
the CAMA agent can find questionable MTs. The downlink
data match method occupies less cellular radio bandwidth but
does not work when there are more than one malicious MT
in the route since malicious MTs may intend to send wrong
messages.

In the uplink data match, the intermediate MTs send the
CAMA agent the Hash codes generated from the data they
received and the CAMA agent makes a comparison to find
out which intermediate MT received the corrupted data packet.
Note that a malicious MT can only send a false message when
it receives a good data packet, but it sends a wrong Hash code.
It is easy to make the decision rule for the uplink data match,
which is:
From the MTs that send the right Hash code, the one closest
to the destination and its next hop (this next hop MT sent a
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Fig. 6. Example of Hash code comparison.

wrong Hash code) are questionable, and the MTs between it
and the source that send wrong Hash codes are malicious.

The uplink and downlink data match are compared given
the example Hash code comparison shown in Figure 6. In
Figure 6, a source S sends a data packet to the destination
T through intermediate MTs A, B, C, and D. T receives a
corrupted data packet so a downlink data match is used. 1 is
used when an MT claims that it received a good data packet
and 0 is used when an MT claims it received a corrupted
data packet. For the downlink match, it is difficult to make a
decision since all A, B, C, D are questionable. With the uplink
match, we know B is malicious and C, D are questionable. The
uplink data match simplifies the judging rule, but it needs more
uplink cellular bandwidth since all the intermediate MTs have
to send their Hash codes to the CAMA agent separately.

C. Anti-Jamming

One critical weakness for current ad hoc routing is in its
MAC layer, where a CSMA/CA random access technique is
used. An outside attacker can simply send strong noise to
jam the ad hoc wireless channel. All MTs nearby will detect
that the channel is busy and based on CSMA/CA rule, they
will back-off. If the attacker keeps on sending the strong but
meaningless signal, all the MTs around it can not send data
at all.

If there is only one channel in the ad hoc network, the
problem cannot be solved. However, if more than one channel
can be used, and there is good medium access control scheme
for ad hoc networks with multiple channels, the MTs can pick
another channel to avoid the channel jamming. The problem
is: how does the receiver know it should switch to another
channel? Additionally, sometimes it is difficult for MTs to
tell whether the noise comes from the attacker or it is just
the data sent by its neighboring MTs. In CAMA, the CAMA
agent makes the routing decisions and keeps all the routing
information. After the CAMA agent receives a report that there
is a possible jamming, it may check its routing record to find
out whether it is a real jamming or it is because of high traffic
density. The BS may broadcast warning of the jamming so the
MTs can switch channels. MT pairs then exchange messages
through cellular channels to decide exactly when to switch,
and which channel to switch to. MT pairs can jump among the
channels to avoid future jamming. A good jumping sequence
can be used to keep the attacker from chasing the MTs.

There is also a possibility that an attacker may jam the
cellular channel, but it is difficult for the attacker to jam both
the cellular channel and the ad hoc channel at the same time.
In a case when the attacker jams all the ad hoc channels,
data can still be transmitted through the cellular channel or, at
least the CAMA agent can inform MTs to give up accessing
attempts.

V. IMPORTANT SIMULATION RESULTS

A. General Simulation Model

The most recent version (2.26) of the network simulator
ns2 is used for the experimental study. We simulate an ad hoc
network with 100 MTs residing in an area of 1000m×1000m.
Each MT moves within the area, with a random direction and
a random velocity uniformly distributed between 0 and a max-
imum value. Without any specification, this maximum value is
3m/s, the speed for pedestrian users. The ad hoc channel has
a fixed data rate of 1Mb/s. The wireless interface works like
the 914 MHz Lucent WaveLAN, with a nominal radio range
of 250m. MSGPR (multi-selection greedy positioning routing)
under CAMA environment is compared with two other ad
hoc routing protocols, AODV and DSR. The searching set
for MSGPR is set large enough so that the best route can
always be found. We assume that position updates and routing
requests can always be sent successfully to the CAMA agent
at their first attempts. In this work, the case that MTs send
their associations with neighboring MTs is not included.

B. Delivery ratio and cellular overhead

The delivery ratio (goodput) and the corresponding routing
overhead for MSGPR, AODV, and DSR are shown in Figure 7
and Figure 8. The routing overhead for MSGPR includes the
routing requests, routing replies, and position updates going
through the cellular radio channel. It is shown that MSGPR
has a much better delivery ratio than AODV and DSR. The
routing overhead in MSGPR is also much lower. When the
number of active links increases, the delivery ratio for MSGPR
decreases, as is the case with AODV and DSR. This is due
to the increased collision in the MAC layer. The overhead for
MSGPR increases marginally when the number of active links
increase due to the increasing number of routing requests and
replies.

The routing overhead in MSGPR is also a cost in the cellular
network. The gain when using MSGPR over the AODV and
DSR is shown in Figure 9. The gain in the ad hoc networks
(the number of additional bytes delivered successfully than
would be in AODV and DSR) is approximately 10 times as
large as the cellular overhead at the medium network load
and high network load. For networks with low load, the gain
is even larger. For commercial wireless services, it is worth
using CAMA if a byte in a cellular network is no more than
10 times the value of a byte in an ad hoc network.

C. Maximum Hop Distance

In greedy positioning routing, an MT always tries to find
the MT closest to the destination as its next hop. This reduces
the average number of hops for links and improves delivery
ratio. However, if the maximum hop distance is too large (e.g.,
as large as the maximum radio coverage), the link may break
quickly due to the MT mobility and a new route may have to
be found. An optimum value for the maximum hop distance
needs to be found. Note that the actual hop distance is smaller
than the maximum hop distance.

The packet delivery ratio using different maximum hop
distance in MSGPR is shown in Figure 10. The delivery ratio
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Fig. 7. Delivery ratio comparison among MSGPR, AODV, and DSR.
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Fig. 8. Routing overhead comparison among MSGPR, AODV, and DSR.
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Fig. 9. Gains when using CAMA.
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Fig. 10. Delivary ratio vs maximum hop distance.

5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

Position update period (s)

P
ro

ba
bi

lit
ie

s 
of

 w
ro

ng
 r

ou
tin

g 
de

ci
si

on
s

V
max

=3m/s
V

max
=6m/s

V
max

=9m/s
V

max
=12m/s

V
max

=15m/s

Fig. 11. Probabilities of wrong routing decisions vs position update period.

5 10 15 20 25 30 35 40 45 50
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

Position update period (s)

D
el

iv
er

y 
ra

tio

Fig. 12. Delivery ratio vs position update period.



ACM MOBILE NETWORK AND APPLICATIONS 10

5 10 15 20 25 30 35 40 45 50
0

0.5

1

1.5

2

2.5

x 10
5

Position update period (s)

R
ou

tin
g 

ov
er

he
ad

 (
by

te
)

Fig. 13. Cellular overheads vs position update period.

increases when the maximum hop distance increases. When
the maximum hop distance approaches the maximum radio
coverage radius, the delivery ratio drops. Simulation results
show that the optimum value is in the range of 210m−240m.

D. Position Update Period

Figure 11 shows the probability of wrong routing decisions
when using different position update time periods. The wrong
routing decisions include both the routes that do not work at
all (because some links actually do not exist), as well as the
routes that are not the optimum ones. The longer the period,
the greater the likelihood of a routing decision being wrong
because it may be based on the past position information,
which may not be accurate anymore. The probability increases
when the maximum speed increases, since it is more probable
that an MT with a higher speed moves further away from its
previous position, and the link based on this MT’s previous
position is more likely to fail.

Figure 12 shows the delivery ratio for different position
update periods. A medium load (20 active links) is considered
for the ad hoc network. The delivery ratio decreases when the
position update period increases. This is due to the fact that
when the position update period increases, there is a greater
probability of a wrong routing decision being made based
on past position information. In Figure 13, the corresponding
cellular load (routing overhead) is shown. When the position
update period increases, at the beginning, the overall cellular
overhead decreases. The reason is that the decreased overhead
for the position update compensates for the increased routing
requests and replies. However, when the position update period
reaches a certain value, the increased overhead of routing
requests and replies is more dominant, so the overall cellular
overhead increases.

E. Robustness for GPS-Aided Routing Protocol

Since the attack on position information is unique to the
proposed architecture, in this simulation, the robustness of
GPS-aided positioning routing against the attack of false
position reports is tested. The network being tested has a size
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Fig. 15. Cellular overhead vs number of malicious MTs.

of 100 normal MTs and 20 active connections. An increasing
number of malicious MTs join the network and send wrong
position information.

Figure 14 shows the relationship between delivery ratio
and different numbers of malicious MTs. The delivery ratio
decreases only marginally. This is because the routing scheme
has a quick, self correcting ability, i.e., whenever a bad route
caused by the false position information is found, a new
route can be decided very quickly. However, this increases the
routing overhead because more routing requests and replies
are needed. The routing overhead is shown in Figure 15. Such
an attack causes more damage to the network when there are
a large number (i.e., 20) of malicious MTs. The detection
method then needs to be applied.

F. Simulation summary

The following is the summarized simulation results:

• MSGPR in the proposed architecture greatly improves
delivery ratio in the ad hoc with little cellular overhead.

• When making routing decision, MSGPR should use the
longest hop distance. Very little margin is needed for the
maximum hop distance and the maximum radio coverage.
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• Long position update period may decrease the network
delivery ratio and increase the cellular overhead. The
effect is not significant because of the ability of quick
routing re-selection in the proposed routing scheme.

• MSGPR is robust against the attack of false position
information. Intrusion detection is needed only when
there are large numbers of malicious MTs.

VI. CONCLUSIONS

A novel network architecture–the cellular-aided mobile ad
hoc network (CAMA)–is proposed. In this architecture, a
cellular network is overlaid on the ad hoc network and a
mobile ad hoc agent (CAMA agent) in the cellular network
will manage the control signaling for the ad hoc network.
Data traffic remains in the ad hoc network. When applying the
architecture, the ad hoc network performance can be greatly
improved with limited cellular overhead. This architecture is
also less vulnerable than a pure ad hoc network because of
the availability of a central control point. The possible attacks
on the architecture and the proposed solutions are addressed.
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