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Abstract

Hybrid quantum-classical optimization and learning strategies are among the most promis-
ing approaches to harnessing quantum information or gaining a quantum advantage over
classical methods. However, efficient estimation of the gradient of the objective function
in such models remains a challenge due to several factors including the exponential di-
mensionality of the Hilbert spaces, and information loss of quantum measurements. In
this work, we study generic parameterized circuits in the context of variational methods.
We develop a framework for gradient estimation that exploits the algebraic symmetries of
Hamiltonian characterized through Lie algebra or group theory. Particularly, we prove that
when the dimension of the dynamical Lie algebra is polynomial in the number of qubits,
one can estimate the gradient with polynomial classical and quantum resources. This is
done by a series of Hadamard tests applied to the output of the ansatz with no change to its
circuit. We show that this approach can be equipped with classical shadow tomography to
further reduce the measurement shot complexity to scale logarithmically with the number
of parameters.

1. Introduction

Variational quantum algorithms (VQAs) are among the hybrid quantum-classical strate-
gies most prominent for quantum optimization and learning [BLSF19, CAB+21]. First
introduced as variational quantum eigensolver (VQE) [PMS+14], VQAs have been studied
in a wide range of topics including optimization [FGG14], quantum chemistry [JEM+19,
AWGP21,GEBM19,DAJ+21], and quantummachine learning [FN18,SK19,MNKF18,LW18,
HCT+19,HGS22]. VQAs are implemented via an ansatz which is a parameterized quan-
tum circuit (PQC). Several approaches suggest ways of creating a compact ansatz with
shallow circuit depth and high accuracy. The ansatz can be layers of simple parametric
gates acting on one or two qubits. More complex structures have been studied for Hamil-
tonian variational ansatzs (HVAs) [WHT15, KMT+17]. The unitary variant of coupled
cluster theory truncated at single and double excitations (UCCSD) is the first of such an
ansatz [PMS+14]. Compactness and robustness against barren plateaus are some of the
benefits of such models [HWO+19,FHC+23,LCS+22].

In general, the ansatz is represented by a generic parameterized operator as

U(−→a ) = eiA(−→a ),
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where −→a ∈ Rp is the vector of adjustable model parameters, and p the number of the
parameters. Whichever way one implements the parameters and the ansatz, the objective
is to minimize a predefined loss evaluated via a (Hermitian) observable O for a specifically
prepared input state as

L(−→a ) := tr
{
O U(−→a )ρU(−→a )†

}
, (1)

where ρ is the input (mixed) state density operator. To ensure computational tractability, it
is assumed that the number of parameters p = poly(d), with d being the number of qubits.
With this notion, the objective is to find min−→a L(−→a ). In the context, of quantum machine
learning, ρ represents the expectation of the quantum samples, and O is the incurred pre-
diction loss. In the problem of finding the ground state of a Hamiltonian, O represents the
underlying Hamiltonian and the ρ often is the initial state, such as the Hartee-Fock state.

Gradient Estimation. Compared to derivative-free methods, gradient-based optimizers
have shown a significant advantage in terms of convergence guarantees [HN21, SWM+20]
and have been widely used in the literature [SBG+18,FGG14,FN18, SK19,MNKF18]. At
each iteration, an unbiased estimate of ∇L(−→a ) is obtained, and the parameters are updated
accordingly. One of the main challenges is to estimate the gradient efficiently in terms of
the classical and quantum resources defined through the following measures:

(i) The number of unique circuit configurations and gate complexity;

(ii) The number of measurement shots (sample complexity);

(iii) Classical computational complexity.

The number of unique circuit configurations is motivated by the existing noisy intermediate-
scale quantum (NISQ) implementations and the fact that quantum circuit reconfiguration
tends to be a more costly task than generating measurement samples after executing each
unique circuit [WIWL22]. The complexity of gradient estimation is negatively affected in
quantum settings as the dimension of the associated Hilbert space is exponential in d and the
terms in the Hamiltonian A(−→a ) are non-commuting. Moreover, other quantum properties
that might contribute negatively are the stochasticity of quantum measurements, associated
state collapse, and no-cloning.

The focus of this paper is on the efficient estimation of the gradient with polynomial
complexity with respect to the above three measures. The well-known parameter shift
rule (PSR) [SBG+18,MNKF18] relies on the Hadamard test with Pauli operators to estimate
the partial derivatives without any change to the ansatz. This is done via a simple circuit
appended to the output [MNKF18]. However, PSR is restricted to gates with two distinct
eigenvalues. Therefore, one may ask the following question: is it possible to estimate the
gradient using the same Hadamard tests as in PSR for general ansätze and without any
change to their circuits?

Existing works introduce alternative approaches to generalize PSR [BC21,WIWL22,
The23]. Such methods require several changes to the ansatz circuit configuration or have
high classical complexity. In this work, we give an affirmative answer to the above question
when the Hamiltonian has certain algebraic symmetries characterized through group theo-
retic structures defined for Pauli matrices. We show that the gradient can be estimated in
polynomial classical time and a linear number of Hadamard tests for Pauli strings.
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1.1 Summary of the main results

We consider a generic parameterized unitary of the form ei(A(−→a )+B), where B is a fixed
Hermitian component and A is the parameterized component with p parameters. Our
approach is based on a series of Hadamard tests on the output of the ansatz followed by
polynomial time classical post-processing. The Hadamard test corresponding to a Pauli
string Pj measures the following quantity

Dj := i tr
{
O[Pj , ρ

out]
}
, (2)

where ρout = U(−→a )ρU(−→a )† is the output state of the ansatz. This observable can be
implemented using a circuit with a few control rotation gates (see Figure 1). Mitarai et
al. [MNKF18] used the Hadamard test to estimate the derivative when the ansatz has a
simple form U(θ) = eiθPi . However, it is not clear whether it works when the ansatz is
the exponential of a generic Hamiltonian A(−→a ). The main difficulty is due to the non-
commuting terms appearing in A(−→a ).

We make use of the powerful theory of Lie algebra that offers insightful perspectives in
quantum physics and increasingly becoming important in quantum computing. It enables
to capture of the essential features of the underlying symmetries and can be used to analyze
the spectrum, eigenstates, and dynamics of quantum systems. Typically, a Hamiltonian is
described by a linear combination of terms that correspond to a certain physical interaction.
Such terms can be used to generate a Lie algebra, which is called the Hamiltonian algebra
or dynamical Lie algebra (DLA) [SPS02,WKKB23]. Often, the DLA is a sub-algebra of
su(2d) which is the vector space of all skew-Hermitian 2d × 2d matrices with the standard
commutator.

We first consider a slightly simpler Hamiltonian of the form A(−→a ) =
∑p

i=1 aiPi, where
ai ∈ R and Pi’s are Pauli strings. We define a groupstructure on the Pauli operators Pi.
We show that when the Pauli terms in the decomposition of A(−→a ) form a subgroup, then
Hadamard tests with proper classical post-processing can be used to estimate the gradient
∇L. Our first result is abbreviated as follows.

Theorem 1 (abbreviated) Suppose the Pauli strings appearing in A(−→a ) are closed under
the commutation, that is [Pi, Pj ] = Pk for some Pauli string appearing in A(−→a ) up to a
constant for all i, j, k ∈ {1, · · · , p}. Then, there is an algorithm that estimates ∇L(−→a ) with
an element wise additive error ϵ using Õ( p

ϵ2
) Hadamard tests and O(p3+pd) classical time1.

For a complete statement of the result see Theorem 5 and Theorem 6 in Section 3.2 and
3.3. A Hamiltonian with mutually commuting Pauli strings is a trivial example. However,
the Pauli strings in the above theorem do not commute in general. Moreover, the ansatz is
not necessarily local, though, a special example is a k-junta Hamiltonian, that is when A
acts non-trivially on at most k out of d qubits.

Overview of the techniques. Our theoretical results rely on the interplay among vari-
ous representations captured by Lie algebra, and group theoretic structures. We first make
a connection between the partial derivatives of L(−→a ) to the adjoint operator which char-
acterizes the derivative of a differentiable operator exponential. Then, we represent the

1. The notation Õ hides logarithmic factors.
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expressions using the stabilizer formulation that has been studied in quantum error cor-
rection [CRSS96, Got97]. This representation enables us to make a connection between
the matrix differential in Lie algebra and specific group actions involving the vectors over
the Klein four-group and Z2 ⊕ Z2. With this framework, the partial derivatives of L(−→a )
can be written as an infinite-length linear combination of expectation values of Hadamard
tests on the output of the ansatz. Then, we show that the number of Hadamard tests in
this decomposition is bounded by the dimensionality of the Hamiltonian algebra. Next,
we show that such an infinite summation can be written as a classical matrix exponential
with a size equal to the dimensionality of the Hamiltonian Lie algebra. Hence, when the
DLA dimensionality is polynomial in d, the number of qubits, the partial derivative can
be computed efficiently with d Hadamard tests and poly(d) classical time. The Hadamard
tests are similar to those developed for single-gate ansätze. Moreover, the existing results
on statistical estimations of quantum systems, such as shadow tomography can be used to
measure the partial derivatives simultaneously and to reduce the costs.

Next, we study a more general Hamiltonian structure where A(−→a ) is decomposed into
generic Hermitian terms. We show that when the Hamiltonian DLA has poly(d) dimension-
ality, then the gradient ∇L can be estimated polynomially. This brings us to the following
result:

Theorem 2 (abbreviated) Suppose the variational terms in the Hamiltonian A(−→a ) be-
long to a sub-DLA with poly(d) dimensionality, then there is an algorithm that estimates
∇L(−→a ) with poly(d) tests and additional poly(d) classical time.

The complete statement is given as Theorem 15 is Section 3.5. Hamiltonians with polynomial-
size DLA are especially important in the context of avoiding the barren plateaus [LCS+22,
FHC+23] corresponding to the exponential diminish of the gradient in the training of
VQAs [MBS+18, CSV+21]. Recently it was shown that the variance of the gradient is
inversely proportional to the dimension of the DLA [FHC+23], implying that VQAs with
polynomial-size DLAs may not exhibit barren plateaus. This motivates us to restrict or
attention to polynomial-size DLAs. Nevertheless, there still is a curiosity to understand the
gradient estimation when DLA dimensionality grows exponentially with d. A classification
of dynamical Lie algebras and bounds on their dimensionality has been thoroughly studied
in [WKKB23]. Here, we provide an example for more intuition.

Example 1 The transverse-field Ising model is an example of a Hamiltonian such that the
dimensionality of the DLA is O(d2) with the Hamiltonian characterized as

H =

d∑
i=1

ZiZi+1 +Xi,

where Xi, Zi are the corresponding Pauli operators.

This paper’s results are steps toward a unified framework for efficiently estimating the
gradient of an arbitrary parameterized circuit without making changes to its unitary. More-
over, the Hadamard tests allow one to further enhance the estimations using existing meth-
ods for estimating the expectation values of observables. We highlight some of these impli-
cations below.
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Shadow tomography. Turning the gradient estimation to a series of Hadamard tests
has another benefit that can further reduce the number of shots to O(log p). This can be
done using the classical shadow tomography [HKP20] — a procedure to estimate several
observables with minimal sample complexity. Suppose the observable O in (1) is k-local,
meaning that it decomposes into a finite sum of observables acting non-trivially on at most
k qubits. Then, we can prove that the number of shots scales logarithmically with p.

Corollary 3 (abbreviated) In Theorem 1, suppose additionally that the observable O is
k-local. Then there exists an algorithm that estimates ∇L(−→a ) with O( 1

ϵ2
4k log p) ansatz

uses and additional Õ(p32Θ(k) + pd) classical time.

This result relies on the observation that when O is k-local, then so are the Hadamard tests
in (2). In that case, one can use classical shadow tomography for local observables. See
Corollary 20 in Section 5.1 for detailed statement of the result.

Joint measurability. One benefit of performing the estimations via the proposed ap-
proach is the applicability of measuring groups of the partial derivatives jointly. The
Hadamard tests in (2) are observables some of which are jointly measurable. For instance,
the Ising model in Example 1 has several terms that are commuting with each other. Joint
measurability helps reduce the ansatz use and sample complexity for estimating the gra-
dient. For that, the Pauli strings can be grouped into commuting collections. Then, the
strings in each collection can be measured simultaneously with a single reference measure-
ment, as they all can be diagonalized by a single unitary.

Corollary 4 Suppose F1, · · · ,Fm form the mutually compatible groups of the Pauli strings
appearing in a parameterized Hamiltonian A(−→a ) =

∑
i aiPi. Then, the number of joint

Hadamard tests in Theorem 1 can be reduced to Õ(m
ϵ2
).

Jointly measuring Pauli strings has been studied extensively in the literature and several
methods have been introduced for grouping the Paulies [LBZ02,VYI20,CvSW+20,BBRV01].

1.2 Comparison with related methods

We consider the three complexity measures we mentioned earlier. Firstly, the number of
distinct circuits that need to be evaluated to obtain all the partial derivatives. Secondly, the
overall number of measurements or circuit shots. Thirdly, the classical post-processing time.
Although this measure is less restrictive, it is important to ensure it scales polynomially
with the number of qubits. Our approach in the context of Theorem 1 and Corollary 3
requires no change to the ansatz, with log(p) Hadamard unique circuits, and poly(p, d)
classical time. Below, we highlight some of the most relevant approaches for comparison to
our work.

Stochastic PSR: This method is a generalization of PSR [BC21,WIWL22], where each
partial derivative is written as an integral, and a Monte Carlo strategy is used to estimate
it. For an ansatz with p parameters, it requires p unique circuits each with changes to the
structure of the ansatz. In practice, such modifications require a re-evaluation of the sched-
ule of the underlying quantum-control system and hence are at a disadvantage. Moreover,
the stochastic PSR has a high estimation variance. This is because an integral is estimated
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by sampling values of its integrand with a finite-shot estimate. David et al. [WIWL22]
presented a neat connection to the Discrete Fourier series and introduced a method that
is efficient when the Hamiltonian A is promised to have equidistant eigenvalues. However,
for a generic ansatz one first needs to compute the spectral decomposition of A to find
the pattern of the parameter shifts. In that case, this process would take an exponential
classical time as A is an exponentially large matrix.

Nyquist PSR: Recently [The23] proposed a shift rule for PQCs where only the param-
eters are shifted without any other modifications of the ansatz. The method relies on a
beautiful connection between the Nyquist-Shannon Sampling theorem and the Fourier se-
ries that was observed earlier in [WIWL22,VT18]. The number of unique circuits for this
estimation scales with p and the difference between the maximum and minimum eigenval-
ues of A — a quantity bounded by the operator norm ∥A∥. As the authors reported, this
method has low approximation error when the parameter value is large enough. More pre-
cisely, the approximation error is O( 1

c2
) as long as θ = (1−Ω(1))c, where c is the maximum

magnitude of a parameter value.

Approaches based on the special unitary group. This is another approach [WLW+24]
based on Lie algebra and a nice connection to the geometry of SU(2d) matrices and the
adjoint operator. The paper argues that the number of unique parameter shift rules is
bounded by the dimensionality of the DLA that contains A(−→a ). However, this approach
has a classical run time scaling as p2θ(d) as it relies on finding the Jacobian matrix of U(−→a ).

2. Preliminaries and Model

Notation. For any d ∈ N, let Hd be a the Hilbert space of d-qubits. By B(Hd) denote the
space of all bounded (linear) operators acting on Hd. The identity operator is denoted by
Id. As usual, a quantum state, in its most general form, is denoted by a density operator ;
that is a Hermitian, unit-trace, and non-negative linear operator. A quantum measure-
ment/observable is modeled as a positive operator-valued measure (POVM). A POVM
M is represented by a set of operators M := {Mv, v ∈ V}, where V is the (finite) set of
possible outcomes. The operators Mv are non-negative and form a resolution of identity,
that is Mv = M †

v ≥ 0,
∑

v Mv = Id. The operator norm (infinity norm) for an operator A is
defined as

∥A∥ = sup
|ϕ⟩

∥A |ϕ⟩∥.

2.1 Variational Quantum Algorithms

VQAs are used for solving problems in optimization, learning, and simulation. They consist
of an ansatz as a parameterized quantum operation to be tuned in a quantum-classical
hybrid loop. The ansatz is modeled as a (unitary) U(−→a ), with −→a ∈ Rp being the vector of
adjustable model parameters, and p the number of the parameters. It can be constructed
explicitly by concatenating multiple layers of smaller parametric units. This structure is
sometimes referred to as a quantum neural network (QNN). To ensure computational
tractability, it is assumed that p = poly(d), with d being the number of qubits. Recall
that the objective of a VQA is to minimize the loss given in (1). Note that the loss is
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an expectation value and even the mere act of measuring the loss causes state collapse.
Consequently, one expects that quantum optimization and learning problems are more
sample-intensive compared to their classical analogs. This is particularly problematic when
the quantum states are expensive to produce.

Making iterative progress in the direction of the steepest descent is one of the most
popular optimization techniques in VQAs, as it has been in classical problems. Ideally, a
gradient descent optimizer applies the following update rule at each iteration t:

−→a (t+1) = −→a (t) − ηt∇L(−→a (t)) (3)

where ηt ∈ R is the learning rate at iteration t. The above update rule is not realistic as
the objective function L(−→a ) is an expectation value, and the characteristics of ρ is either
unknown or computationally not tractable. Hence, one needs gradient estimates — an
extensively studied topic in the literature. A useful approach is one that is efficient in
both computational and sample complexity. Several approaches have been introduced to
efficiently estimate the gradient of the loss under various restrictions on the ansatz.

Product ansätze. A special variant of the ansatz is a concatenation of single parametric
or non-parametric unitary circuits of the form

U(−→a ) = UL(aL)VL · · ·U1(a1)V1,

where Vl is non-parametric and each parametric layer is of the form

Ul(al) := eiaslσ
sl (4)

with σsl being a Pauli string. There are several solutions for VQAs using product anästze.

Parameter Shift Rule. There have been several approaches to estimating the gradi-
ent [FN18, MNKF18, SWM+20, HGS22, HN21, SBG+18, MKF19,WLW+24]. The zeroth-
order approach (e.g., finite differences) evaluates the objective function in the neighbor-
hood of the parameters. Although it is a generic approach, recent studies showed their
drawbacks in terms of convergence rate [HN21]. First-order methods (e.g., parameter shift
rule) directly calculate the partial derivatives [SBG+18]. When the ansatz is of the form
U(−→a ) =

∏p
j=1 e

−iajGj , with Gj the parameter shift rule implies that:

∂L
∂aj

= ⟨L(−→a +
π

4
ej)⟩ − ⟨L(−→a − π

4
ej)⟩,

where ej ∈ Rp is the jth canonical vector, that is ej,j = 1 and ej,r = 0 for all r ̸= j. As
shown in [MNKF18], the partial derivatives can be directly measured via a Hadamard test
(see Fig. 1). More formally, the partial derivative of a product ansätze can be written
in terms of commutators with associated Pauli operators. This statement is summarized
below:

Fact 1 Let ρoutl = U≤l |ϕ⟩⟨ϕ|U †
≤l denote the density operator of the output state at layer l

when the input is |ϕ⟩ with label y. Then, the derivative of the loss is given by:

∂L
∂asl

= tr
{
OU>l

[
σsl , ρoutl

]
U †
>l

}
, (5)

where [·, ·] is the commutator operation.
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|ϕ⟩ U≤l Rsl(+
π
2 ) Rsl(−π

2 ) U>l ŷ

|0⟩ H X X z

Figure 1: Hadamard test for measuring the partial derivative of product with respect to a
parameter asl appearing at layer l. Here U≤l corresponds to the first l layers of
the ansatz, and U>l to the remaining layers. Here, X is the X-gate and Rsl is the
controlled rotation around Pauli σsl .

The expression above can be implemented using a quantum circuit with measurements
at the end. The circuit is shown in Fig. 1 which is a special example of the generalized
Hadamard test [MKF19,HN21]. In this procedure, given a sample |ϕ⟩ and an ancilla qubit
|0⟩, we first apply the first l layers of the ansatz and then apply a special circuit with
controlled rotations for taking the derivative of the loss. Then, the rest of the layers of the
ansatz are applied and measurement is performed.

2.1.1 Generic PQCs

A generic PQC is an ansätze of the form

U(−→a ) = ei(A(−→a )), (6)

where A(−→a ) is the parameterized (traceless) Hermitian operator. For instance, A can be
decomposed in terms of Pauli strings as

A(−→a ) =
∑
s

fs(
−→a )σs,

where s ∈ {0, 1, 2, 3}d and fs : Rp → R is a real-valued function on the space of the
parameters. The Pauli decomposition states that

fs(
−→a ) = 2−d tr{A(−→a )σs}.

Note that the ansatz can be multi-layered, but, for simplicity, we consider only a single-
layer PQC. Due to the non-commutativity of the Pauli products, Fact 1 does not apply. A
brief summary of some of the relevant approaches is provided in Appendix C.

3. Main Results

In what follows we present the main results of the paper. We introduce an approach for
estimating the gradient of the loss for a generic ansatz. We show that the Hadamard test
followed by classical post-processing leads to an approximation of gradient. We prove in
Theorem 5 of Section 3.2 that the partial derivative is a linear combination of several terms
similar to the product ansätze as in Fact 1. The coefficients in the linear combination are
calculated through a series of group actions that we define over the stabilizer representation
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of Pauli strings. Then, in Theorem 6 in Section 3.3 we show that under certain group
structures, the linear combination collapses into poly(p) terms. In Section 3.5, we extend
this result to Hamiltonians with polynomial size DLA. Before presenting the To present the
main results of the paper we need to introduce a few concepts and notations.

3.1 The Stabilizer Formulation

We first define a few actions on the Pauli strings. Basic definitions of group and Lie algebra
are given in Appendix A.

First, the d-qubit Pauli group, denoted by Pd, is defined as the set of all Pauli strings
of the form cσs, where c ∈ {±,±i} and s ∈ {0, 1, 2, 3}d equipped with the matrix product
as the group action. Ignoring the scalar c, the group quotient is isomorphic to the Binary
vector group Z2d

2 . Therefore, the Pauli strings abide a compact representation which we
present in the following.

The representation associates the identity and each Pauli operator X,Y, Z with an
element of Z2 ⊕ Z2 which is the binary vector space with dimension two:

I = (0|0), X = (0|1), Y = (1|0), Z = (1|1),

where we use (·|·) to denote the elements of Z2⊕Z2. For the d-qubit Pauli strings, consider
the binary vector space Z2d

2 , where each element is denoted by (a|b),a,b ∈ Zd
2. With this

formulation, we can represent each Pauli string as

σs ≡ (s0|s1), ∀s ∈ {0, 1, 2, 3}d, ∀(s0|s1) ∈ (Z2 ⊕ Z2)
d,

where s0j and s1j give the most significant and least significant bit of the binary representation

of sj ∈ {0, 1, 2, 3}. Next, we define two operations for (Z2 ⊕ Z2)
d: the element-wise binary

addition and a symplectic inner product given by

⟨(a|b), (a′|b′)⟩ =
d∑

j=1

ajb
′
j + bja

′
j , ∀(a|b), (a′|b′) ∈ (Z2 ⊕ Z2)

d.

We need to define another group action.

Klein four-group representation. LetK4 be theKlein four-group over the set {0, 1, 2, 3}
with 0 being the group’s identity and ◦ denoting the group addition. The group operation
for distinct elements a, b, c ∈ K4 − {0} is defined as

0 ◦ a = a a ◦ a = 0, a ◦ b = b ◦ a = c.

It is known that Z2 × Z2
∼= K4. Hence, we can view the ◦ as an operation over Z2

2. Next,
by Kd

4 denote the usual vector of K4 with the element-wise addition ◦.
Next, we define a special operation on K4. For a pair of s, r ∈ K4 define

s⊙ r := mod 2(⟨(s0|s1), (r0|r1)⟩) = mod 2(s
0r1 + s1r0),

where (s0, s1) and (r0, r1) are, respectively, the binary representation of s and r. We extend
this notation for vectors s, r ∈ Kd

4 as

s⊙ r := mod 2

(
⟨(s0|s1), (r0|r1)⟩

)
= (s1 ⊙ r1)⊕ · · · ⊕ (sd ⊙ rd)
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Signed product. Lastly, we proceed by defining a signed product over Kd
4. For any pair

i, j ∈ K4, define

εi,j :=

{
−1 if (i, j) = (2, 1), (3, 1), (3, 2)

1 otherwise
.

With these notation, the signed product of any pair s, r ∈ Kd
4 is given by

s⊛ r := (s⊙ r)
d∏

j=1

εsj ,rj .

Example 2 As an example, consider the single qubit case, where the elements take values
from {0, 1, 2, 3}. Table 1 demonstrates the ⊛ operation between pairs of such members.

s/r 0 1 2 3

0 0 0 0 0

1 0 0 1 1

2 0 -1 0 1

3 0 -1 -1 0

Table 1: Table of the product s⊛ r for the single qubit case.

Now, given the definitions for ◦,⊛ and ⊙, we are ready to present our main results.

3.2 Partial Derivative

Our first result is the decomposition of the partial derivatives into the expectation of the
Hadamard tests with Pauli strings as in the product ansätze.

Theorem 5 Consider an ansatz of the form U(−→a ) = exp{iA(−→a )}, where A(−→a ) =
∑

s∈S asσ
s

for some S ⊆ Kd
4. For any t ∈ Kd

4, define

Dt := i tr
{
O
[
σt, ρout

]}
,

where ρout is the output state. Then, the derivative of the objective function L for this
ansatz expands in terms of Dt as:

∂L
∂ar

=

∞∑
k=0

(−2)k

(k + 1)!

∑
s1∈S

· · ·
∑
sk∈S

k∏
j=1

asj (sj ⊛ (s1 ◦ · · · ◦ sj−1 ◦ r))Ds1◦···◦sk◦r, (7)

for any r ∈ S.

The proof of the theorem is delayed until Section 3.4. With this theorem, one can compute
the derivative of the loss for a non-product ansatz by treating it as a single-parameter
ansatz as in Fact 1 but with correction terms. In other words, the derivative of loss can
be measured by applying the standard Hadamard test followed by classical corrections. To
highlight this result we present an example concerning a single qubit ansatz.
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Example 3 Consider a general single-qubit unitary of the form

U(−→a ) = exp
{
ia1σ

1 + ia2σ
2 + a3σ

3
}
.

Let O be a generic observable and consider the associated loss L(−→a ) as in (1). As an
example, consider taking the partial derivative of L with respect to a1 at the point a1 = 0
and a3 = 0. In the context of Theorem 5, let Dj be the result of the Hadamard test with
Pauli σj, where j = 1, 2, 3. Then, (7) in Theorem 5 simplifies to the following:

∂L
∂a1

(−→a = (0, a2, 0)) =

∞∑
k=0

(−2)k

(k + 1)!

k∏
j=1

a2

2⊛ (2 ◦ · · · ◦ 2︸ ︷︷ ︸
k−1 times

◦1)

D2 ◦ · · · ◦ 2︸ ︷︷ ︸
k times

◦1,

where we used the fact that only terms with all sj = 2 are surviving. Note that for even k,
2 ◦ · · · ◦ 2︸ ︷︷ ︸
k times

◦1 = 1, and for odd k it equals to 2 ◦ 1 = 3. Therefore, we have that

2⊛ (2 ◦ · · · ◦ 2︸ ︷︷ ︸
k−1 times

◦1) =

{
2⊛ 3 = 1 even k

2⊛ 1 = −1 odd k

where we used Table 1. Plugging such evaluations in the first equation, we have

k∏
j=1

a2

2⊛ (2 ◦ · · · ◦ 2︸ ︷︷ ︸
k−1 times

◦1)

 = ak2(−1)× 1× (−1)× · · · =

{
ak2(−1)k/2 even k

ak2(−1)(k+1)/2 odd k

∂L
∂a1

(−→a = (0, a2, 0)) =
∞∑
p=0

(−2)2p

(2p+ 1)!
a2p2 (−1)pD1 +

∞∑
q=0

(−2)2q+1

(2q + 2)!
a2q+1
2 (−1)q+1D3

Hence, one needs to measure D1 and D3 to compute the above partial derivative. Next, by
simplifying the summations, it is not difficult to show that

∂L
∂a1

(−→a = (0, a2, 0)) =
−1

2a2

(∑
p

(−2a2)
2p+1

(2p+ 1)!
(−1)p

)
D1 +

−1

2a2

(∑
q

(−2a2)
2q+2

(2q + 2)!
(−1)q+1

)
D3

=
−1

2a2

(
sin(−2a2)D1 + (cos (−2a2)− 1)D3

)
=

1

2a2

(
sin(2a2)D1 + (1− cos (2a2))D3

)
.

Notice the presence of D3 which relates to the Pauli σ3 and not appear in the ansatz ex-
pression. One can verify that this is indeed equal to the analytic gradient of this ansatz (see
Appendix B for more details).

In this example, we can see how our method is akin to computing the partial derivative
in a closed-form expression. Interestingly, under certain structural properties, one can find
the closed-form expression of the summation in Theorem 5. The power of this approach
lies in the group structure of the Pauli matrices, which produces predictable patterns. We
highlight examples of such structures in the next section. Another point worth mentioning
is that the terms Di only make use of ρout and hence are easily measurable.

11



3.3 Ansätze with Pauli Subgroup Structures

We consider special cases of the Hamiltonian for which the gradient can be computed
efficiently. Note that when S is a subgroup of Kd

4, then the terms appearing in (7) remain
inside the subgroup. In that case, the partial derivative can be written as follows.

Theorem 6 Suppose the Hamiltonian parameter set S is a subgroup of Kd
4. Then, there is

an algorithm that computes ∇L in O(p3 + pd) time with O(p) use of the Hadamard test for
Pauli strings as in (2).

Note that here the run time depends on the number of relevant qubits that the ansatz acts.
When the ansatz is a k-junta then the the run time will be O(p3 + pk). Such examples
might not be interesting as the overall unitary can be efficiently simulated in a classical
computer. There are several subgroups of Kd

4 for which the Hamiltonian is not k-junta. A
simple example is

A = a1X
⊗ d + a2Y

⊗ d + a3Z
⊗ d,

where the subgroup is isomorphic to K4 inside Kd
4.

Proof sketch: To prove this theorem, we define a matrix representation of the derivative
expression. Let S ≤ Kd

4 be a subgroup of size p with elements denoted by s1, · · · , sp. Note
that since S is a subgroup, the infinite sum in the theorem reduces to a linear combination
of their form

∂L
∂ar

=
∑
s∈S

gs(r)Ds,

where gs(r) ∈ R. Therefore, if we consider each Ds as a basis in a vector space Rp, then
∂L
∂ar

is a vector in that space with the representation

∂L
∂ar

≡ (gs1(r), · · · , gsp(r)) ∈ Rp.

Moreover, with this representation each Dsj ≡ ej , where ej ∈ Rp is the jth canonical basis
vector. Now define the p× p matrix V where the ith column is given as

vi := 2

p∑
j=1

aj(sj ⊛ si) ej◦i, (8)

where j ◦ i is the shorthand for the index of sj ◦ si. Note that the above summation can
be computed in O(pd) time. Moreover, noting that vi = V ei and given (7), the vector
representation of the partial derivative of L equals to

∂L
∂asi

≡
∑
k≥0

(−1)k

(k + 1)!
V kei, ∀i ∈ [p].

Next, compute the following matrix

B = (I − e−V )V −1,

12



where V −1 is the generalized inverse of V . Then, it is not difficult to check that B gives
the vector representation of the partial derivatives. With a proper matrix exponentiation
algorithm, this matrix is computed in O(p3). To compute the gradient from the vector
representation of the derivative, one first needs to estimate all Dsi , i ∈ [p]. This can be
done with O(p) runs of the derivative-taking circuit of Figure 1. Lastly, the gradient is
computed by multiplying the matrix with the vectors of Ds’s as

∇L = B
−→
Ds.

This procedure is summarized in the following algorithm. An advantage of this method is
that all the partial derivatives are estimated via the matrix exponentiation of V .

Remark 7 Note that empirical estimations of Ds can be done via several measurement
shots. In a straightforward approach each Ds is estimated independent measurement shots.
Hence, with the standard concentration analysis (McDiarmid inequality) one can show that
all the Ds in the subgroup can be estimated with probability at least (1− δ) up to an additive
error ϵ with

O

(
p
1

ϵ2
log

p

δ

)
measurement shots.

Algorithm 1 Subgroup Gradient Estimation

Input: Parameter subgroup S,
1: Estimate the expectation value of Hadamard tests Ds, s ∈ S as in (2).
2: Compute the matrix V where the column i is computed as in (8).
3: Compute the matrix B = (I − e−V )V −1, where V −1 is the generalized inverse of V .

4: Return ∇L ≈ B
−→
Ds.

Example 4 As a sanity check. We derive again the the same derivative expression as in
Example 3, this time using Algorithm 1. One can verify that for the general single-qubit
unitary we have

V =

 0 0 2a2
0 0 0

−2a2 0 0

 .

In Example 3, we had a1 = a3 = 0. Using the singular value decomposition, the matrix
B = (I − e−V )V −1 is computed as

B =

 sin(2b)
2b 0 1−cos(2b)

2b
0 0 0

cos(2b)−1
2b 0 sin(2b)

2b .


Next, having the Hadamard tests D1, D2, D3, the gradient is computed as

∇L(a1 = 0, a2, a3 = 0) = B

D1

D2

D3

 =

 sin(2b)
2b D1 +

1−cos(2b)
2b D3

0

−1−cos(2b)
2b D1 +

sin(2b)
2b D3


13



Figure 2: This figure illustrates the concept behind the subgroup gradient estimation al-
gorithm. The expression in Theorem 6 points to an alternative representation
of the problem. Instead of picturing the gradient as a function in the space of
the parameters (the left picture) we can view it as a vector in the landscape of
Hadamard tests Ds.

The sum of which gives us the exact analytical expression for the derivative we got before.
This example illustrates the connection between the space of Ds and the group nature of the
Pauli operators.

3.4 Proof of Theorem 5

We start by taking the partial derivative of L(−→a ). Noting that ρout := UρU †, the partial
derivative of the loss with respect to as is

∂L
∂as

= tr

{
O

∂

∂as
ρout

}
,

where

∂ρout

∂as
=

∂U

∂as

(
ρU †

)
+ (Uρ)

∂U †

∂as
, (9)

and we used the fact that ρout is Fréchet differentiable with respect to as.
Next, we need to introduce some ingredients in Lie algebra. We equip the space GL(2d,

C) of 2d × 2d complex matrices with the Lie algebra and the standard Lie bracket defined
as

[A,B] := AB −BA,

for any A,B ∈ GL(2d,C). Such Lie algebra is denoted by gl(2d,C) or g for shorthand. For
more details on Lie algebra see [Ros06]. Now, we proceed by the adjoint representation.
For any X ∈ g, define the mapping adX : g → g by adX(Y ) = [X,Y ]. With this notation

adkX(Y ) = [X, · · · , [X,Y ] · · · ].

The adjoint operator is connected to the derivative of the matrix exponential. In fact, from
Theorem 5 of [Ros06], the differential of any exponential operator is given by

d exp{X(τ)}
dτ

= exp{X(τ)}1− exp{−adX}
adX

dX(τ)

dτ
. (10)
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where it is assumed that X(τ) is a differentiable (linear) operator with respect to a variable
τ ∈ C.

Next, we prove the following lemma which is in a different ordering of the above equation.

Lemma 8 Suppose U = exp{iH(τ)} for some Hermitian operator valued function H.
Then,

dU

dτ
= −1− exp{iadH}

adH
(
dH(τ)

dτ
)U,

where it is assumed that H(τ) is differentiable.

Proof First note that for any operator X ∈ g

(adX)† = adX† .

We can write U = (e−iH(τ))†. Therefore, given that dX†

dτ = (dXdτ )
†, from (10) we can write

dU

dτ
=

(
de−iH(τ)

dτ

)†

=

(
exp{−iH(τ)}1− exp{−ad−iH}

ad−iH

d(−iH(τ))

dτ

)†

(
exp{−iH(τ)}1− exp{+iadH}

adH

dH(τ)

dτ

)†

=

(
1− exp{+iadH}

adH

dH(τ)

dτ

)†
U.

Note that for any H ∈ g we have the following equality by its convergent power series:

1− exp{−adH}
adH

=

∞∑
k=0

(−1)k

(k + 1)!
(adH)k. (11)

Therefore, applying this equation for the operator 1−eiadH
adH

, the derivative equals to the
following (

−i

∞∑
k=0

(i)k

(k + 1)!
(adH)k(

dH

dτ
)

)†

U = i

∞∑
k=0

(−i)k

(k + 1)!

(
(adH)k(

dH

dτ
)

)†
U.

Note that for any X,Y ∈ g the following identity holds

(adX(Y ))† = −ad†X(Y †).

Therefore,

dU

dτ
= i

∞∑
k=0

(i)k

(k + 1)!
(adH)k(

dH

dτ
)U = −1− exp{+iadH}

adH
(
dH

dτ
)U.

This is the desired expression.

15



From this lemma, we have that

∂U

∂as
= −1− exp{iadA}

adA
(
∂A

∂as
)U.

This gives the first part of (9). Next, from (10), the partial derivative of U † can be write as

∂U †

∂as
= U † 1− exp{+iadA}

adA
(
∂A

∂as
),

where we used the fact that A is Hermitian. Therefore, the partial derivative of ρout equals
to

∂ρout

∂as
= −1− exp{iadA}

adA
(
∂A

∂as
)UρU † + UρU † 1− exp{iadA}

adA
(
∂A

∂as
)

=
1− exp{−iadA}

adA
(
∂A

∂as
)ρout + ρout

1− exp{+iadA}
adA

(
∂A

∂as
).

By simplifying the terms in the right-hand side, the partial derivative can be written as the
commutator:

∂ρout

∂as
=

[
ρout,

1− exp{iadA}
adA

(
∂A

∂as
)

]
.

Therefore,

∂L
∂as

= tr

{
O

∂

∂as
ρout

}
= tr

{
O

[
ρout,

1− exp{iadA}
adA

(
∂A

∂as
)

]}
.

Next, we use the definition of 1−e−adX

adX
in (11) to decompose the above summation. Setting,

X = −iA and from the fact that ∂A
∂as

= σs, the above quantity decomposes as

∂L
∂as

= −i

∞∑
k=0

(i)k

(k + 1)!
tr
{
O
[
ρout, (adA)

k(σs)
]}

,

where the factor −i appears because of the denominator.
It remains to write the above equation in terms of the group actions we defined. For

that, we need to establish a few connections between the Lie bracket and the group actions.

Lemma 9 The Lie bracket between any pair of Pauli strings σs, σr is given by

[σs, σr] = 2i(s⊛ r)σs◦r,

The proof of this lemma is built upon the following lemma.

Lemma 10 The product of any pair of Pauli strings equals the following

σsσr = is⊙rσs⊛r.
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Proof We study single qubit products. Let a ̸= b ̸= c be distinct non-zero elements of K4.
Also without loss of generality suppose a < b. Then, it is not difficult to verify the following
relations

0⊛ a = 0, 0 ◦ a = a ⇒ σ0σa = σa

a⊛ a = 0, a ◦ a = 0 ⇒ σaσa = σ0

a⊛ b = 1, a ◦ b = c ⇒ σaσa = iσc

b⊛ a = −1, a ◦ b = c ⇒ σaσa = −iσc,

where we used the fact that i−1 = −i. Hence, we established the lemma for d = 1. For
general d, with the tensor product, we have that

σsσr = ⊗
j
σsjσrj = ⊗

j
isj⊛rjσsj◦rj

= i
∑

j sj⊛rjσs◦r = is⊛rσs◦r.

Hence, with the above lemma, we have that

[σs, σr] = is⊛rσs◦r − ir⊛sσr◦s.

Hence the proof of Lemma 9 is complete.
To extend this result to arbitrary operators, first, we need to note the Pauli decompo-

sition.

Remark 11 Any bounded operator A on the Hilbert space of d qubits can be uniquely written
as

A =
∑

s∈{0,1,2,3}d
as σs,

where as ∈ C are the Fourier coefficients of A and are given as

as =
1

2d
tr
{
Aσs

}
.

With this notation, we can present the following result on the adjoint operator in the
Lie algebra g.

Lemma 12 For any A,B ∈ g, the corresponding adjoint decomposes as

adA(B) = 2i
∑

r,s∈Kd
4

asbr(s⊛ r)σs◦r,

where

as :=
1

2d
tr{Aσs} br :=

1

2d
tr{Bσr}

are the Pauli coefficients of A and B, respectively.

17



Hence, from Lemma 12 for adA(σ
s), we can write the final expression for the partial

derivative of L

∂L(−→a )

∂as
= −i

∞∑
k=0

(−2)k

(k + 1)!

∑
s1∈S

· · ·
∑
sk∈S

k∏
j=1

(
asj (sj ⊛ rj)

)
tr
{
O
[
ρout, σs1◦···◦sk◦r

]}
.

From the definition of Dt in the statement of the Theorem, the proof is complete.

3.5 Extension to Polynomial Size DLA

Next, we extend the result of the previous section to general PQCs for which DLA has
poly(d) dimensionality.

Definition 13 For a PQC as in (6), with the unitary of the form eiA(−→a ) where A(−→a ) =∑
i aiGi with Gi being traceless Hermitian operators, the set G = {G1, · · · , Gp} is called the

generators of the PQC.

Definition 14 (Dynamical Lie Algebra) Given a PQC with generators G as in Defini-
tion 13, the Dynamical Lie Algebra (DLA) gA is the subalgebra of su(2d) spanned by the
repeated nested commutators of the elements in G, i.e.,

igA := SpanR⟨iG1, · · · , iGp⟩Lie ⊆ su(2d),

where ⟨·⟩Lie denotes the Lie closure, obtained by repeatedly taking the nested commutators,
and the span is over the real numbers. We say that gA has polynomial size/dimensionality
if dim(gA) = poly(d) as a vector space.

In general, computing the DLA is computationally expensive. One viable approach
involves direct construction starting from a set of generators and iteratively commuting them
to discover new elements until a basis of the DLA is attained (for example see Algorithm 1
in [LCS+22]). The complexity of this approach in general is O(2d). However, this is not an
issue if the dimension of the DLA to be constructed is promised to by poly(d).

Suppose that the dimension of gA as a vector space is polynomial in d.

Theorem 15 Let a PQC as in (6) has the DLA gA. Then, the partial derivative of L
decomposes as

∂L
∂ar

=
∑
G∈gA

αG(r)i tr
{
O[G, ρout]

}
,

where αG(r) ∈ R are the coefficients. Moreover, if gA has poly(d) dimensionality and its
generators have a poly(d) size decomposition in Pauli strings, then there is an algorithm
that estimates ∇L(−→a ) with poly(d) Hadamard tests and additional poly(d) classical time.

Proof The proof of the Theorem follows from a similar argument as in Theorem 6. With
such an argument we can show that

∂L
∂aj

= i tr

{
O

[
ρout,

1− exp{iadA}
adA

(
∂A

∂aj
)

]}
.
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From the definition of 1−eiadA
adA

and the fact that ∂A
∂aj

= Gj , the above quantity decomposes
as

∂L
∂aj

= −i
∞∑
k=0

(i)k

(k + 1)!
tr
{
O
[
ρout, (adA)

k(Gj)
]}

,

Note that adA maps gA unto itself as its commutator ideal. That is

adA(G) =
m∑
j=1

cj [Xj , Yj ],

where Xj , Yj ∈ gA. Since gA is closed under the Lie bracket, then [Xj , Yj ] ∈ gA. Hence,
adA(G) ∈ gA and it equals to a finite sum of the basis elements El of gA as

adA(Gj) =

dg∑
l=1

αl,jEl.

Therefore, the above summation can be rewritten as

∂L
∂aj

= −i

∞∑
k=0

(i)k

(k + 1)!

dgA∑
l=1

αl,j tr
{
O
[
ρout, El

]}
,

Note that adA(Gj) can be viewed as a vector (α1,j , · · · , αdgA ,j) in the El basis. Moreover,
adA can be viewed as a linear transformation (matrix) TA in the El basis. This matrix is
dgA × dgA hence is poly(d) in size. With that taken into account, the partial derivative can
be written as

∂L
∂aj

≡
∑
k≥0

(−i)k

(k + 1)!
T k
AGj , ∀j ∈ [p].

Where Gj is understood as a vector in the El basis. Now let

BgA = (1− e−iTA)T−1
A .

This matrix can be computed classically in poly(dgA) = poly(d) time. To compute the gra-
dient from this vector representation, one first needs to estimate all Rl := i tr

{
O
[
ρout, El

]}
and compute the following

∇L = BgA

−→
R. (12)

With that the proof is complete.

The following algorithm summarizes this procedure to estimate the gradient.

19



Algorithm 2 DLA Gradient Estimation

Input: DLA generators E1, · · · , EdgA
,

1: Estimate the expectation value of the tests Rl := i tr
{
O[El, ρ

out]
}
for l ∈ [dgA ].

2: Compute the dg × dgA matrix BgA as in (12).

3: Return ∇L ≈ BgA

−→
R .

4. Approximations for general case

When S ⊂ Kd
4 is not a subgroup, then the terms appearing in the partial derivative in

Theorem 5 expand beyond S. Indeed, they form a subgroup denoted by ⟨S⟩ called the
subgroup generated by S and is defined as the smallest subgroup containing S. In that
case, one can compute the gradient from Theorem 6 and Algorithm 1 for ⟨S⟩. This yields a
run-time that scales with |⟨S⟩|3. This is tractable as long as the size of ⟨S⟩ is polynomial in
d. Otherwise, one needs a different approach. In what follows, we introduce approximations
to the gradient computation for general S.

4.1 Truncation

In what follows, we propose to approximate the partial derivatives by truncating the infinite
sum that appeared as (7) in Theorem 5.

Theorem 16 Consider an ansatz of the form U(−→a ) = exp{iA(−→a )}, where A(−→a ) =
∑

s∈S asσ
s,

and S ⊆ Kd
4 is the index of the parameters. Then, the derivative of L(−→a ) for this ansatz is

approximated in terms of Dt as:

∂L
∂ar

=

K∑
k=0

(−2)k

(k + 1)!

∑
s1∈S

· · ·
∑
sk∈S

k∏
j=1

asj (sj ⊛ (s1 ◦ · · · ◦ sj−1 ◦ r))Ds1◦···◦sk◦r + ϵK ,

where ϵK = exp
{
−K log K

eπp∥O∥

}
.

Corollary 17 In the setting of the above theorem, with bounded ∥O∥, setting K = Ω(p +
log 1

ϵ ) suffices to approximate ∂L
∂as

upto an ϵ additive error.

Proof The proof of the theorem follows from the fact that

4.2 Unbiased Estimation via Randomization

The infinite sum can be estimated via a randomization technique. We show that the partial
derivative in Theorem 5 can be written as an expectation value of a function of the Poisson
random variable. Consider the Poisson probability mass function with rate λ = 2:

P
{
X = k

}
=

2k

k!
e−2, k = 0, 1, · · ·
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By sampling k from this distribution we can estimate the partial derivative expression of
Theorem 5. Note that

∂L
∂ar

=

∞∑
k=0

(2)k+1

(k + 1)!
X(k) (13)

where

X(k) :=
(−1)k

2

∑
s1∈S

· · ·
∑
sk∈S

k∏
j=1

(
asj (sj ⊛ (s1 ◦ · · · ◦ sj−1 ◦ r))

)
Ds1◦···◦sk◦r.

In that case,
∂L
∂ar

= e2E[X(K)].

Hence, by sampling from this distribution we can compute an unbiased estimate of the
partial derivative.

4.2.1 Short-term Hamiltonian

The above procedure can be made significantly more efficient if one guarantees that the
parameter range is small, that is |as| ≤ ϵ for small enough ϵ > 0. This is the case in short-
term Hamiltonian simulation or a Hamiltonian with “weak interactions”. In short-term
simulation, the unitary is of the form U = ei∆tH , where ∆t is the time step. In that case,
each partial derivative is approximated in O(1) classical computation with one Hadamard
test of Figure 1.

Corollary 18 If maxs∈S |as| ≤ ϵ
p(1+2ϵ) , then the partial derivative can be approximated with

ϵ additive error via ∂L
∂as

≈ Ds.

5. Sample Complexity of Gradient Estimation

Next, we study more sophisticated ways to estimate the gradient in the setting of Theorem
6.

5.1 Measurement with Shadow Tomography

Turning the gradient estimation to a series of Hadamard tests has another benefit that can
further reduce the number of shots to O(log p). This can be done using the classical shadow
tomography [HKP20] — a procedure to estimate several observables with minimal sample
complexity. Suppose the observable O in (1) is k-local, meaning that it decomposes into
a finite sum of observables acting non-trivially on at most k qubits. In that case, we can
prove that the number of shots scales logarithmically with p.

We note that in general the above approach does not extend to existing works even when
O is k-local. The reason is that the corresponding observables are not themselves k-local.
Shadow tomography with Pauli measurements. In shadow tomography [HKP20], a
random unitary V is applied to the input state followed by a measurement in the computa-
tional basis. Then the measurement outcomes are used to generate a classical matrix called
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the shadow. Then the shadows are used classically to compute the expectation value of the
observables of interest.

Different choices of V have been studied in [HKP20]. Here, we describe this process
when V is the tensor product of randomly chosen Pauli operators. In other words,

V = V1⊗ · · ·⊗Vd ∈ CL(2)⊗ d,

where each Vj is chosen randomly and uniformly from the Clifford group CL(2). Given the
input state ρ, the output after this rotation is given by V ρV †. Measuring this state give
a string of bits b̂1, · · · , b̂d ∈ {0, 1} as the outcome. This process is equivalent to measuring
each qubit of ρ randomly on the X,Y or Z basis. Given, these bits and with the choice of
V1, · · · , Vd, the shadow matrix is computed as

ρ̂ :=

d⊗
j=1

(
3V †

j

∣∣∣b̂j〉〈b̂j∣∣∣Vj − I
)
.

Repeating this procedure for n copies of ρ gives a set of n shadows denoted by ρ̂1, · · · , ρ̂n.
Suppose one is interested to estimate the expectation value of the observables M1, · · · ,Mm

with respect to ρ. Then, for each Mj , one computes tr{Mj ρ̂i}, i ∈ [n] followed by a meadian
of means estimator to estimate ⟨Mj⟩ρ.

Theorem 19 ( [HKP20]) Suppose the observables Mj , j ∈ [m] act non-trivially on at
most k qubits. Then, the shadow tomography with random Pauli measurements estimates
⟨Mj⟩ρ for all j ∈ [m] up to an additive error ϵ > 0 provided that

n = O

(
4k

ϵ2
logmmax

j
∥Mj∥2∞

)
,

copies of ρ. The algorithm runs in O
(
2Θ(k) logm

)
classical time.

Algorithm 3 Gradient Estimation With Shadow Tomography

Input: n, k, Parameter subgroup S,
1: for i = 1 to n do
2: Construct a random Pauli measurement Vj for the non-trivial qubits of O.
3: Apply the ansatz to generate the output state and measure the nontrivial qubits in

the selected basis.
4: Let b̂1, · · · b̂k be the measurement outcomes. Compute the classical shadow ρ̂i from

the k matrices 3V †
j

∣∣∣b̂j〉〈b̂j∣∣∣Vj − I.

5: Partition ρ̂i’s into m groups and let ρ̃l be the empirical average of the lth group.

6: For each s ∈ S estimate Ds by median of measns for D̂s,l = i tr{O[σs, ρ̃l]}, l ∈ [m].
7: Compute the matrix V where the column i is computed as in (8).
8: Compute the matrix B = (I − e−V )V −1, where V −1 is the generalized inverse of V .

9: Return ∇L ≈ B
−→
Ds.

We will use this procedure to estimate the Hadamard tests with reduced sample com-
plexity. All the steps are summarized as Algorithm 20. Based on this theorem and Theorem
3, we have the following result for the case when O in the VQA formulation is k-local.
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Corollary 20 In the setting of Theorem 6, suppose the observable O is a finite sum O =
O1 + · · ·+ Om of observables that act on at most k-qubits. Then there exists an algorithm
that estimates ∇L(−→a ) with O( 1

ϵ2
4k log(mp) maxj ∥Oj∥∞) ansatz uses and an additional

O

(
1

ϵ2
2Θ(k)pm log(mp)max

j
∥Oj∥2∞ + p3 + pd

)
classical time.

Proof We consider a more restricted assumption first. Suppose the observable O in the
VQA formulation acts on at most k qubits. Note that being k-loval means that O is a
finite sum of such observables. Since O acts on at most k-qubits then O = Õ⊗ Id−k for
some k-qubit observable Õ. Then, the Hadamard tests appearing in the partial derivative
formulation of Theorem 5 have locality equal to k. To see this, recall that

Ds = i tr
{
O[σs, ρout]

}
.

Moreover, note from [MNKF18] the following property of the commutator for any operator
B:

[σs, B] = i
(
Rs(

π

2
)BRs(

π

2
)† −Rs(−

π

2
)BRs(−

π

2
)†
)
,

where Rs(θ) := e−i θ
2
σs
. With this observation, we obtain

Ds = − tr
{
O
(
Rs(

π

2
)ρoutRs(

π

2
)† −Rs(−

π

2
)ρoutRs(−

π

2
)†
)}

= − tr
{
Rs(

π

2
)†ORs(

π

2
)ρout

}
+ tr

{
Rs(−

π

2
)†ORs(−

π

2
)ρout

}
,

where we used the cyclic property of the trace. Without loss of generality assume Õ acts
on the first k qubits. Note that since Rs is in a tensor product form, then we have

Rs(
π

2
)†ORs(

π

2
) =

( k⊗
j=1

Rsj (
π

2
)†
)
Õ
( k⊗
j=1

Rsj (
π

2
)
)⊗( d⊗

j>k

Rsj (
π

2
)†
)
I
( d⊗
j>k

Rsj (
π

2
)
)

=
( k⊗
j=1

Rsj (
π

2
)†
)
Õ
( k⊗
j=1

Rsj (
π

2
)
)⊗

Id−k

This implies that Rs(
π
2 )

†ORs(
π
2 ) acts non trivially on k qubits. The same holds for

Rs(−π
2 )

†ORs(−π
2 ). Hence, Ds can be written as the expectation value of an observable

that acts on k qubits of ρout. As a result, one can use the classical shadow tomography with
Pauli measurements and Theorem 19 to obtain estimates of Ds for all s ∈ S. Therefore, we
need O

(
4k

ϵ2
log p∥O∥2∞

)
copies of ρout. This estimation takes

O

(
1

ϵ2
2Θ(k) log p∥O∥2∞

)
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classical time. Lastly, according to Theorem 6, we need an additional O(p3 + pd) classical
time to estimate the gradient from the estimated Ds, s ∈ S.

The extension to k-local follows from the fact that O is a finite sum O = O1 + · · ·+Om

of observables that act on at most k-qubits. In this case Ds can be written as a finite sum
Ds = Ds,1 + · · · + Ds,m. We can use the above procedure to estimate each component.
Hence, in total, we will have mp observables acting on at most k qubits. This adds up
logarithmically in m to the number of shots and linearly to the time.

5.2 Joint Measurability

One benefit of estimating the gradient via Hadamard tests is that one can potentially group
all the required Hadamard tests into mutually compatible collections. Joint measurability
refers to the possibility of measuring several observables via one reference measurement.

Definition 21 A set of observables Mj = {Λj
u : u ∈ U}, j = 1, 2, ..., k are called stochasti-

cally compatible if there exist a measurement Mref = {Aw : w ∈ W} and stochastic kernel
functions qj(w|u) on W ×U such that

Λj
u =

∑
w∈W

qj(w|u)Aw

for all u ∈ U and all j ∈ [k].

Suppose F1, · · · ,Fm are groups of the Hadamard tests corresponding to Ds, s ∈ S that
are mutually compatible. In that case, for each group, we first perform a fine-grained
measurement Mj on the sample and then extract the estimations from additional post-
measurement classical processes. This approach helps reduce the sample complexity.

Corollary 22 Suppose F1, · · · ,Fm form the mutually compatible groups of the Pauli strings
appearing in a parameterized Hamiltonian A(−→a ) =

∑
i aiPi. Then, the number of joint

Hadamard tests in Theorem 6 can be reduced to Õ(m
ϵ2
).

Jointly measuring Pauli strings has been studied extensively in the literature [LBZ02,VYI20,
CvSW+20,BBRV01].

Concluding Remarks

This paper provides a framework to estimate the gradient of generic PQCs via Hadamard
tests for Pauli operators followed by classical post-processing. It is shown that the proposed
approach is polynomial in classical and quantum resources when the DLA of the associated
Hamiltonian of the PQC has a dimensionality polynomial in the number of qubits. More-
over, this method does not change the ansatz structure and can be used to reduce the
measurement shot complexity to scale logarithmically with the number of parameters. The
results would be beneficial in various optimization or learning quantum algorithms that rely
on the estimation of the gradient.

As a future work, one might be interested in extending the proposed framework to
the estimation of the higher order derivatives and measures such as the Hessian or the
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Fubini–Study metric defined for a parameterized quantum system. For that, one needs to
define a second-order Hadamard test strategy for measuring the double derivatives. Another
future work is to extend this strategy to multi-layered PQCs where each layer might be a
black box unitary. Finally, deriving lower bounds on the classical and quantum resources
needed to estimate the gradient or higher-order derivatives is another important direction.

Appendix A. Basic Definitions

A.1 Group

A group G is a set equipped with a binary operation (usually denoted by ∗) that satisfies
the following properties:

1. Closure: For any two elements a, b ∈ G, the result of the operation a ∗ b is also an
element of G.

2. Associativity: For all a, b, c ∈ G, (a ∗ b) ∗ c = a ∗ (b ∗ c).

3. Identity Element: There exists an element e ∈ G such that for all a ∈ G, a ∗ e =
e ∗ a = a.

4. Inverse Element: For every element a ∈ G, there exists an element a−1 ∈ G such
that a ∗ a−1 = a−1 ∗ a = e, where e is the identity element.

A subgroup H of a group G is a subset of G that forms a group under the same binary
operation as G. Formally, H is a subgroup of G if it satisfies the following properties:

1. Closure: For any two elements h1, h2 ∈ H, the result of the operation h1 ∗ h2 is also
an element of H.

2. Identity Element: The identity element of G is also in H.

3. Inverse Element: For every element h ∈ H, its inverse h−1 is also in H.

A.2 Lie Algebra

A Lie algebra is a vector space g equipped with a binary operation called the Lie bracket,
denoted by [·, ·], which satisfies the following properties for all X,Y, Z ∈ g:

1. Bilinearity: [aX + bY, Z] = a[X,Z] + b[Y, Z] and [X, aY + bZ] = a[X,Y ] + b[X,Z]
for all a, b ∈ R.

2. Antisymmetry: [X,Y ] = −[Y,X].

3. Jacobi Identity: [X, [Y,Z]] + [Y, [Z,X]] + [Z, [X,Y ]] = 0.

A Lie subalgebra s of a Lie algebra g is a subspace of g that is itself a Lie algebra under
the same Lie bracket operation. Formally, s is closed under the Lie bracket, meaning that
for all X,Y ∈ s, [X,Y ] ∈ s. For example, in a d-qubit quantum system, the subspace

Span{X⊗ d, Y ⊗ d, Z⊗ d},
is closed under the Lie bracket. Moreover, it has dimensionality equal to 3 inside the 4d

dimensional Lie algebra.
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Appendix B. Analytical Derivation of the Gradient in Example 3

Note that from (9) the partial derivative of the objective function can be written as

∂L
∂as

= tr

{
O

(
∂U

∂as

(
ρU †

)
+ (Uρ)

∂U †

∂as

)}
,

Given that ∂U†

∂as
= ( ∂U∂as )

†. Then, by denoting Ũ = ∂U
∂as

we have that

∂L
∂as

= tr
{
OŨρU † + UρŨ †

}
.

Next, as UU † = I, we have

∂L
∂as

= tr
{
O
(
ŨU †(UρU †) + (UρU †)UŨ †

)}
= tr

{
O
(
ŨU †ρout + ρout(ŨU †)†

)}
,

where ρout is the ansatz output. Note that the single qubit ansatz can also be written as

U(−→a ) = I cos θ + i
(∑

âsσ
s
)
sin θ, (14)

where θ =
√∑

a2s is a normalizing parameter and âs = as
θ . Now, we can differentiate U

with respect to a single parameter as appearing in the sum:

∂U(−→a )

∂as
= (−as

θ
sin θ)I + i

∑
s′ ̸=s

−asas′

θ3
σs′ +

θ2 − a2s
θ3

σs

 sin θ

+ i

(
as cos θ

θ

∑
s′

âs′σ
s′

)
.

(15)

Using (14) to find U † and (15) for Ũ , we can analytically find the derivative of the loss
function at each point. To better visualize how we converge to the true derivative, consider
the example where

U(−→a ) = exp
{
i(a1σ

1 + a2σ
2)
}

(16)

We will analytically find the derivative at a1 = 0. The equations yield

ŨU † = i
sin a2
a2

(
cos a2σ

1 + sin a2σ
3
)

Which when plugged into the derivative expression gives

∂L

∂a1

∣∣∣∣
a1=0

=
sin a2
a2

(cos a2D1 + sin a2D3) .

Now, we will derive the same expression using Theorem 5. Looking at individual terms
in the summation, we have the following:
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∂L

∂a1

∣∣∣∣
a1=0

= D1 + a2D3 −
4

6
a22D1 −

8

24
a32D3 + . . .

Note the repeating nature of the Dis. We then rearrange the terms:

∂L

∂a1

∣∣∣∣
a1=0

= D1

(
1− 4

6
a22 + . . .

)
+D3

(
a2 −

8

24
a32 + . . .

)
= D1

1

a2

(∑
p

(−1)p

(2p+ 1)!
(2a2)

2p+1

)
+D3

1

a2

(∑
p

(−1)p

(2p+ 2)!
(2a2)

2p+2

)

=
1

2a2
(D1 sin 2a2 +D3(1− cos 2a2))

=
sin a2
a2

(cos a2D1 + sin a2D3) .

Which is exactly the expression we got analytically. In this example, we can see how
our method is akin to approximating a function with a series expansion. The power of
this approach lies in the group structure of the Pauli matrices, which produces predictable
patterns. Thus, we are dealing with a repeating structure that makes use of a subset of Dis.
Another point is that Di only makes use of ρout. We can calculate these Di and approximate
the derivative to any arbitrary precision.

Appendix C. Summary of Related Works

Trotterization. In this approach the non-product unitary is approximated via the Suzuki-
Trotter transformation [Suz76] which states that for any operators A1, A2, · · · , Ak, that do
not necessarily commute with each other, the following holds

lim
n→∞

( k∏
j=1

exp{Aj/n}
)n

= exp
{ k∑

j=1

Aj

}
.

The Trotter formula has been used in literature to derive approximations for generic PQCs
[YNJ+22,LXS+20,MOT21]. However, implementing the above approximation may lead to
a high gate complexity and is not preferable in scenarios where direct implementation is
available.

Stochastic PSR: Stochastic parameter shift rule was proposed in [BC21] to measure the
derivative for unitary operators of the form ei(θσ

s+B), where σs is a Pauli string and B is
an arbitrary Hermitian operator. The authors showed that the derivative is equal to

∂L
∂θ

=

∫ 1

0
C+(θ, t)− C−(θ, t)dt,

where C±(θ, t) := tr
{
OV±(θ, t)ρV

†
±(θ, t)

}
, with

V±(θ, t) := eit(θσ
s+B)e±iσs

ei(1−t)(θσs+B).
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Then the authors present a Monte Carlo strategy to estimate this integral. A more general
variant of the parameter shift rule has been introduced [WIWL22]. The considered general
ansatz of the form U(θ) = ei(θA+B) for generic Hermitian A and B. Given the spectral
decomposition of A the paper provides an explicit formula for the derivative of the objective
function. This is done via a Discrete Fourier series approach.

Such methods for generic ansatz ei(θA+B) require not only to perturb the parameters
but also to change the unitaries involved. As a result, to modify not just the parameters of
the PQC, but also change the unitaries that appear. In practice, such modifications require
a re-evaluation of the schedule of the underlying quantum-control system and hence are at a
disadvantage. Moreover, the stochastic PSR has a high estimation variance. This is because
the above integral is estimated by sampling values of s uniformly in the interval (0, 1) and
then calculating the costs with a finite-shot estimate. In addition, this method leads to
a bigger number of unique circuits to compute the derivative, increasing the compilation
overhead for both hardware and simulator implementations.

Nyquist PSR: Recently [The23] proposed a “proper” shift rule for PQCs of the form
ei(θA+B) where only the parameters are shifted without any other modifications of the
ansatz. The method was called Nyquist parameter shift rule and relies on a beautiful
connection between the Nyquist-Shannon Sampling theorem and the Fourier series that
was observed earlier in [WIWL22,VT18]. This paper shows that if f(x) = tr{OUρU †} with
U = eixH+B and K being the difference between the maximum and minimum eigenvalues
of A, then the Fourier spectrum of f is contained in [−K,K]. Hence, the Nyquist-Shannon
Sampling theorem can be used to estimate the derivative of the objective function. The
proposed method, however, has a low approximation error when the parameter value is
large enough. More precisely, the approximation error is O( 1

c2
) as long as θ = (1− Ω(1))c,

where c is the maximum magnitude of a parameter value. Our method is suitable when the
parameter value is small.
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