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Abstract— We study sleep/wake scheduling for low-duty cycle before message transmission/reception. This requires fine
sensor networks. Our work explicitly considers the effect b grained synchronization between the sender and the receive
synchronization error. We focus on a widely used synchronition so that they can wake up at the same time to commu-

scheme and show that its synchronization error is non-negjible, icate. Pri K | wak heduli that
and using a conservative guard time is energy wasteful. We nicate. Frior work on sleep/wake scheduling assumes tha

formulate an optimization problem that aims to set the captue the underlying synchronization protocol can provide nearl
probability threshold for messages from each individual nale perfect (e.g., micro-second level) synchronization, @auases

such that the expected energy consumption is minimized, arthe  an upper bound on the clock disagreement, and uses it as
collective Quality of Service (QoS) over the nodes is guard®ed. 5 gard time to compensate for the synchronization error.

The problem is non-convex. Nonetheless, we are able to oltaa Th K iod is | h d by th d i ¢ bat
solution with energy consumption that is provably at most37% € awaxe period IS lengthened Dby the guard ime o comba

larger than the optimal solution. Simulations demonstratethe ~ Synchronization errors. In practice, due to non-deterstimi
efficacy of our solution. errors in time synchronization, as time progresses, clock

disagreement becomes increasingly significant. Perioglic r
synchronization can prevent the clocks from drifting, bot f
|. INTRODUCTION low duty cycle sensor networks, frequent re-synchronizati

) o ) ) would consume a significant amount of energy compared
Continuous monitoring systems constitute an importagy communication/sensing. Using an upper bound on the

class of sensor network applications, where a large numberg,ck disagreement as guard time will also significantlyteas
sensor nodes monitor the environment aediodically report energy, since the synchronization error is non-detertiinis
to a single (or a few) base station(s). This applicationsclas |, this work, we study the sleep/wake scheduling problem
includes many practical sensor network applications S&h g cjystered low duty cycle sensor networks. The nodes in the
habitat monitoring [1], [2], civil structure monitoring [3and  ¢|yster are assumed to continuously monitor their enviremm
factory maintenance [4]. andperiodically report to the cluster head. Because the traffic
To manage the large number of sensor nodes in sughhighly regular and the load is very low, the cluster head
applications, a scalable method is to periodically grousees ¢an go to sleep when no activity is present, and only wake
within a geographical region into a cluster. The sensorsbmnup intermittently to send and receive messages. The faligwi

managed locally by a cluster head (CH) — a node electeddQestion hence becomes criticathen should the cluster head
coordinate the nodes within the cluster and to be respansifjake up and how long should it stay active?

for communication between the cluster and the base station ojith perfect synchronization, the cluster head and the
work for resource management, data fusion, and local detisimuyltaneously. We investigate a widely used synchroiuizat
making [5]-{7]. One problem with clustering is that the ¢&rs scheme, proposed in the well-known Reference Broadcast
head is heavily utilized for both intra-cluster coordioatiand Synchronization protocol [8]. We find that this scheme, al-
inter-cluster communications. Therefore, the clusterdh&#l  thoygh it achieves precise synchronizationmediately after
quickly deplete its energy. To address this concern, p&rioghe exchange of synchronization messages, non-negligible
re-clustering is performed to distribute the energy conslion  ¢|ock disagreement as time progress&his, in fact, is true
among sensor nodes. . for most practical synchronization schemes, i.e., due to- no

Sleep/wake scheduling has also been proposed to redgggerministic factors, the synchronization error will graith
energy consumption in sensor networks. The basic idea istiifie until the next exchange of synchronization messages. W
put the radio to sleep during idle times and wake it up riglonclude that the design of an effective sleep/wake sciregul

' _ algorithm must take into account the impact of synchromrat
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but still guarantee high message delivery performance, wemperature and pressure [17]. Due to clock skew, clocks
formulate an optimization problem to minimize the expectediverge over time.
energy consumption, with the constraint that the messageSeveral synchronization protocols have been proposed to
capture probability should be no less thatheeshold In the estimate the phase offset and clock skew. Elson et al. [8]
first part, we assume the threshol@isady givenWe find the proposed a receiver-receiver synchronization schemectall
problem to be non-convex, and cannot be directly solved Reference-Broadcast Synchronization (RBS). In RBS, a node
conventional convex optimization techniques. By investiity sends beacons to its neighbors using physical-layer basadc
the unique structure of the problem, we transform the nofthe recipients use the arrival time of the broadcast as a
convex problem into a convex equivalent, and solve it usingference point to compare their times. RBS removes the non-
an efficient search method. determinism in the transmission time, channel access time,
We then remove the assumption that the capture probabiligd propagation delay. The only non-determinism is in the
threshold isgiven and instead determine a threshold to megiacket reception time. To estimate the clock skew and phase
the Quality of Service (QoS) requirements of the applicatiooffset, least square linear regression is used. Ganeriwval e
In continuous monitoring systems, member nodes peridglicail. [10] propose a sender-receiver synchronization ambroa
report to the CH. Each message represents a certain amaaflied Timing-sync Protocol for Sensor Networks (TPSN).
of “information” about the environment. The CH uses th&he TPSN approach time-stamps synchronization messages at
collected information to analyze interesting propertiegy., the Medium Access Control (MAC) layer. It eliminates errors
the chemical contaminant in the area covered by this clusteaused by access time and propagation delay via a two way
The accuracy of the analysis is determined by the totalessage exchange. A shortcoming of TPSN is that it does not
amount of information collected from all the member nodesstimate the clock skew of the nodes. Maroti et al. [13] com-
i.e., the collective information. Previous studies ilhas¢ that bine the MAC layer time-stamping of TPSN with clock skew
information collected by nearby nodes is often correlaldnils estimation using linear regression, and demonstrate inagro
means that the CH does not need to receive all informatiperformance. In both RBS and TPSN, measurements show
from the member nodes. We thus define Quality of Servitkat the synchronization error follows a well-behavesmal
(QoS) to be that the CH collects a desired fraction of thd totdistribution with zero meanwe will use this observation to
information. To achieve this QoS guarantee with minimummodel the error distribution in our work.
energy consumption, we must exploit the heterogeneity gmon Both RBS and TPSN give high-precision synchronization,
the sensor nodes and favor more important ones. We thigs, the clock disagreemeimmediately afterthe exchange
formulate an optimization problem which aims to set thef synchronization messages is on the order of several tens
threshold for messages from each individual node such thitmicroseconds. However, due to the estimation error in the
the expected energy consumption is minimized, and yet thieck skew, the clock disagreement becomesre significant
QoS is guaranteed. The problem turns out to be non-conwextime progresses.
and hard to solve exactly. Therefore, we use approximation
Eﬁghgé?il:fjrf obtain & suboptimal solution that apprommatB' Sleep/Wake Scheduling for Sensor Networks
The remainder of this paper is organized as follows. Sec-Sleep/wake scheduling for sensor networks has been ex-
tion Il reviews related work. Section Ill describes the eyst tensively investigated [18]-[26]. The basic idea is to put
model. Section IV discusses the optimal sleep/wake schegulthe radio to sleep during idle times, and wake it up right
problem and presents the solution. Section V studies howhefore message transmission/reception. Existing slede/w
assign the threshold for messages from each individual.nogdeheduling schemes for wireless sensor networks can be
Section VI concludes the paper. synchronization-based, where nodes synchronize eachtothe
coordinate their wake up schedules, or asynchronous/rando
which do not involve explicit synchronization. For contin-
uous monitoring systems, synchronization-based sledgg/wa
We first discuss time synchronization, then review previosgheduling schemes are often used because the trafficrpatter
work on sleep/wake scheduling. is periodic. Fine-grained synchronization is requiredatsen
the sender and the receiver, so that they can wake up at the
same time to communicate. Prior work either assumes that the
underlying synchronization protocol can provide nearlsfget
Time synchronization has been studied in the context (d.g., micro-second level) synchronization, or assumes an
wireless sensor networks [8]—-[16]. Clock disagreementramoupper bound on the clock disagreement, and uses it as a guard
sensor nodes is essentially due to two effeglsmse offseand time to compensate for the synchronization error. Howear,
clock skew Phase offset corresponds to clock disagreememtinted out in Section II-A, existing synchronization pools
between nodes at a given instant. Clock skew is because like RBS or TPSN achieve micro-second level synchronizatio
crystal oscillators used on sensor nodes are imperfect, i& the time instanimmediately followingthe exchange of
there is a difference between the expected frequency ayhchronization messages. Due to estimation errors in the
the actual frequency. Further, the frequency may be timelock skew, the clocks will gradually drift as time progress
varying due to environmental factors, including variatan until the next exchange of synchronization messages. To see

Il. BACKGROUND AND RELATED WORK

A. Time Synchronization for Sensor Networks



how significant the clock disagreement can be, consider twoWe make the following assumptions about our system:
nodes that have agreed to rendezvous on the radio channéll) Communication pattern: In this work, we focus on
once everyl00 seconds to exchange8-byte message. Using intra-cluster communications. Another important quesiis
a 19.2 kbps radio such as RF Monolithics [2Z(, bytes can after a CH receives messages from its members, how can it
be transmitted in about 8 ms. The radio must be awakengdnsmit messages to the base station (possibly via othstec!
early to account for clock disagreement. Let the estimatidreads), and how can it wake up to relay messages from other
error of the clock skew b0 parts-per-million (ppm), i.e., cluster heads? This can be achieved, for example, by further
the clocks of the two nodes drift away from each otheérus dividing each transmission interval into two subinterv@se
each second. Afted00 seconds, the clocks will drift by subinterval is for intra-cluster communications, and tlieeo
10 pus x 100 = 1 ms, which is non-negligible compared tois for inter-cluster communications when the CH is always
the actual message transmission time. Ye and Heidemann [@6five. In the remainder of the paper, we only focus on intra-
considered the effect of synchronization error in the desigluster communications. Our future work plans include con-
of a polling-based MAC protocol called Scheduled Channsidering the problem of energy-efficient sleep/wake schieglu
Polling (SCP). In SCP, the receivers periodically poll théor inter-cluster communications.
channel for network activity, and the sender uses a preambléVe further assume that neighboring clusters use orthogonal
to wake up the receiver before sending the actual messagefréguency channels and do not interfere with each other.
accommodate the clock disagreement they extend the preaniiiiis assumption is reasonable since the data rate require-
by a guard time, which is equal to the product of the maximuments of sensor networks are usually low, typically around
clock skew and the time elapsed since last synchronizatid®—40 kbps. If we assume the radios operate in the ISM-900
Using this worst case clock disagreement as the guard tifm@nds (902928 MHz), then we have more than a thousand
can compensate for the synchronization error. Howeverggnefrequency bands to choose from.
efficiency can be further improved by exploiting the non- (2) Clock skew Vig [17] discussed the behavior of general
deterministic nature of the synchronization error. off-the-shelf crystal oscillators. Because of impreaisio the
manufacturing process and aging effects, the frequency of a
crystal oscillator may be different from its desirable \altihe
maximum clock skew is usually specified by the manufacturer
For our system model, we consider a cluster that has bedifl is no larger thah00 ppm. Besides manufacturing impreci-
constructed using an existing clustering protocol (e.§)-[ Sionand aging, the frequency is also affected by envirortahen
[7]). The cluster consists of a single cluster head (CH) ardctors including variations in temperature, pressurétage,
M cluster member nodes;,ns,...ny (Fig. 1). Time is radiation, and magnetic fields. Among these environmental
divided into recurringepochswith constant duratiorf,. As factors, temperature has the most significant effect. Foege
with many MAC protocols for sensor networks [19]-[21], eachff-the-shelf crystal oscillators, when temperature gigantly
epoch begins with a synchronization interval, followed by changes, the variation in the clock skew can be up to several
a transmission interval (Fig. 1). During the synchroniati tens of ppm, while the variation caused by other factors is
interval, the cluster members synchronize with the CH, ari@r below1 ppm. Observe, however, that temperature does not
no transmissions are allowed. During the transmissiomiate change dramatically within a few minutes in typical sensor
each member continuously monitors its environment andsser@hvironments. If the epoch duratidh is chosen according
one message to the CH evefyseconds. Each transmissiorio the temperature change properties of the environment, we
interval contains one or more rounds of transmissions, i.6éan assume that the clock skew for each node is constant over
T. = T, + NT,N > 1. The transmissions from differentéach epoch. This is consistent with the observations in. [16]
members are equispaced, i.e., transmissions from npded  The crystal oscillator used by Mica Motes [28] is one type
n;y1 are separated b)‘% Re-clustering of the network mayOf off-the-shelf crystal oscillator, with similar characistics to
occur at a lower frequency than 5ynchr0n|zat|on i.e., imet those discussed above. Specmcally, its maximum clock skew

between re-clustering the network consists of one or mogan be up td0 ppm.
epochs (3) Radio hardware: For the transmitter circuit, we assume

that the sender can precisely control when the messagetis sen
T out onto the channel using iwn clock. This is consistent
o ‘ ‘ o with the measurements in [10]. Therein, it is observed that
// § Te TV Ter zw TeeT TerTeT non-determinism at the sender is negligible compared te non
@/ T determinism at the receiver, i.e., there are minor randdectsf
.

at the sender.

IIl. SYSTEM MODEL

(@) A cluster with a smgle heatﬂb)aﬁ]hmspaced upstream transmissions

multiple member nodes . For_the receiver circuit, we assume that if there is_ an
incoming message, the receiver circuit can detect the kigna
Fig. 1. System model immediately. This is a close approximation of the real situa

) tion, since modern transceivers can detect the incomingakig
From the datasheet of Mica Motes [28], the clock skew witipees to
the standard clock is up t&0 ppm, thus the relative clock skew between two within several microseconds [30] We further assume thaeon

sensor nodes can b0 ppm in the worst case. “the receiver circuit detects an incoming message, it catiédet
2We summarize all the symbols used in Table Il in the appendix processor know, so that the processor will keep the radieeact



until the reception is completed. This can be easily aclieveynchronization messages is not exactly accurate andinenta
using a 1-bit status register. an error, i.e.,

4) Sleep/wake transition time Research shows that with . . . . .
rec(:e)nt advgnces in hardware technology, the transitioe tim tig, k) = ai(5)C0, k) +bilj) + €3, k), (1)
between sleep and wake states can be reduced to a few clableree; (3, k) is the random error caused by non-determinism
cycles [31], [32]. Thus, we consider the transition time ® bin the system. In [8], measurements show #&f, k) follows
negligible. a normal distribution with zero meaw (0,03), and o is

(5) Collisions We assume that the separation between trars the order of several tens of microseconds. Specifically,
missions from different members, namefy, is large enough the chi-square test shows98.8% confidence, which strongly
so that the collision probability between transmissiorsrir indicates the validity of this model.
different members is negligible. This assumption is reab®n  In each epochj, pairs (C(j,k),¢:(J, k)),k = 1...N;
for low duty cycle sensor networks. Consider a large clustare obtained during the synchronization interval. Themedr
of M = 100 members and each member transmits to thregression is performed on theag pairs to obtain estimates
CH everyT = 60 seconds. The separation § = 600 ms, of a;(5), bi(j), denoted bya;(;), b;(5).
which is much larger than the message transmission time in
sensor networks. In addition, the cluster nodes will be reV. PART |: OPTIMAL SLEEP/WAKE SCHEDULING WITH A
synchronized before the clock disagreement becomes large GIVEN THRESHOLD
enough to cause significant collision probability. A. Problem Definition

6) Energy expenditure Measurements show that amon .
all(trze sengg)/r no%e components, the radio consumes the r?]oguppose that during epoch r_10deni has a'packet (mes-
significant amount of energy. In Section IV-B, we will shows"_’lge)p to send at C.H clock t'mep.’ wheregTe .S P S
that the computational complexity of our scheduling altyoni (j +1)Te. The node first translates into its own time using

is very low. Therefore, in this work, we only account for th hhe es_tt'mated'i(fli(jt)&l:i(j)), 1€, ’fi(;i’) = diéj)Tpt+.tl)i(j)'
energy consumption of the radio. en, it sends out the message dt;,,) according to its own

. . ... clock.
(7) Propagation delay Finally, because the communication The CH clock time corresponding @(Tp) i

range for sensor nodes is typically 100 meters, the propaga-
tion delay is belowlps. Hence, we consider the propagation,  #,(r,) — b;(4) (ai(5) — ai ()7 + (b:(§) — bi(5))

delay to be negligible and assume it to be zero for simplicityr ~ () =Tpt a:(7)

. 2
A. Synchronization Algorithm If the estimation is exalct, .e(a:(7), b:(5)) = (ai(4),b:(4)),
We adopt awidely usedsynchronization scheme, and studthen from Equation (2)s, = Tpr L€ T .W.'” transmit prgusely
. : t 7,. Under our assumption of negligible propagation delay,
the sleep/wake scheduling problem under this scReifiee 7 is equal to the time at whichy should arrive if the
scheme was first proposed in RBS [8], and was later adoptéd

. . nchronization is perfect, i.e., thecheduled arrival time
by several protocols and system implementations [11]-[1 hile =/ is equal to the time that actually arrives, i.e., the
The scheme includes two steps: (1) Exchange synchronizat|Q p . . Vo
messages to obtain multiple pairs of corresponding time ié}l(_:t_ual grrlvgl time Hence,r, = 7, means that the _actugl

9 : e p . P 9 arrival time is exactly the same as the scheduled arrivad.tim
stants; (2) Use linear regression to estimate the clock SK?TV\fhis is true, the CH simply wakes up af, to receive the
and phase offset. ' Py P

. : . .message.
a E'rtgaeéhacgicﬁger'sr:ge.'xe{h:psrr??ﬁrhonqraﬁoiengoigéifegerrHowever, as given in Equation (1), random errors exist in

PP pe u ! yhchronization p - 16 measurements. Therefor@,; (7), b:(7)) is also random.
the purpose of intra-cluster communication, the membeks o

. . a result, the actual arrival time, will deviate from the
need to synchronize locally with the CH. Thus, at the start Q . : .
. . cheduled arrival timer,. To compensate for this random
each epocly, each cluster member; will exchange several

O ) e deviation and to “capture” (receive) the message, the Cldsee
synchronization messages with the CH and obféjrpairs of . . :
corresponding time instant&(j, k), ¢:(j, k), k — 1...N., to wake up earlier tharr, and stay active for some time

. s AR , (Fig. 2). This leads to the following questiokvhen should
where C’(j, k)’t? (G, k) depote thdﬂ. time instant of the CH the cluster head wake up and how long should it stay aetive
and of noden; in epochj respectively.

Under the assumption that the clock skew of each node Actual Msg Scheduled Msg
does not change over the epoch, the clock timef node Arrival (7,) \ T/Arrival @)
n; during an epoch is a linear function of the CH clock time j
C,i.e,t;(C) =a;(j)C+bi(j), wherea;(j), b;(j) denote the {
relative clock skew and phase offset (respectively) betwge ( —) ‘
and CH in epocly. Wake (w,) Sleep (s,) t

Due to the non-determinism in the synchronization pro- _

. . . Fgf 2. Wake up interval to capture the message
tocols, the time correspondence obtained via exchange

SWe select this scheme for illustration purposes, but ouepdleake IntUitively* if_ the CH Wakels up. much ea.r"er thaﬁ? .
scheduling solution works with most synchronization sceem and stays active for a long time, it has a high probability



of “capturing” the message; however, waking up early and Substituting Equation (3) into problem (A), and letting
staying active for a long time wastes energy. In order to — @, thenw = Y270 s = 2= je., 7 (w,s) are
reduce energy consumption and yet guarantee high messg@enormalized arrival time and normalized wake up interval
delivery performance, we formulate the following optimajespectively. With simple algebraic operations, problek (
sleep/wake scheduling problem which attempts to minimiz&comes:
the expected energy consumption with constraints on tb&l) Min F(w, s) = (s — w)opar — [Qw) — Q(s)]sopart
i) ve during epoch, l9(w) = g(s)loyar + Q) - Q(s) %o,
Let p be a message from; to arrive during epoch, i.e., such thatQ(w) — Q(s) > th R
scheduled arrival time, € (jT¢,jT. + T¢). Let TZ/) be the ] Vo= )
actual arrival time at whichp arrives at the CH, as defineghereg(x) is the probability density function for the standard

in Equation (2). To capture, the CH wakes up aty,. If qormgl djstri_bution, a}ndg(x) is the complementary cumula-
the message does not arrive ungj), the CH goes back to tive distribution function. _ _
sleep ats,; if the message arrives between, and s,, the The main d_|ff|_culty|n solving (Al) is that the pro_blem is not
CH remains active until the message is received, which m&yconvex optimization problem (this can be easily shown by
be earlier or later thas, depending upon the actual arrivalcomputing the Hessian matrix). Due to the non-convexity, we
time and message length. Our goal is to determipend s cannot use conventional convex optimization techniqué$ [3

. p

to minimize the expected energy consumption as described!Byfind the optimal solution. Hence, we look into the struetur
the following optimization problem: of problem (A1) and show that it has certain unique propsrtie

A Min B — Probl’ that enable us to transform it into a convex equivalent, and
(A) Min E = (s, — wp)arProb{r, & (wp, sp) }+ solve the equivalent using an efficient search method.

Sp Ly . .
S A& = wp)ar + Fon} fry (x)dz We start by showing the following lemma.
such thatProb{r, € (wp,sp)} > th, Lemma 1: 9F > o
where: Proof: We computeZE as follows.
e a5 and«, are the idle power and the receiving powergr /
respectively; s [1—Q(w) + Q(s)]opar + Q (s)(s — w)opar +
» L, is the length of the message; / 1 _s2? / L,
« R is the data rate; Q (s)wopar + \/ﬂse Zopar +(—Q (S))far-

. fT;(-) is the probability density function (pdf) af); )

« this the threshold on the capture probabilitys th < 1. SinceQ (s) = —\/%—,76
Its value should be decided by the QoS requirements of 1 a7
the application. In this section, we assume that the value — = [1 — Q(w) + Q(s)]opas + ——e~ 2 =2
of th is already giverand is the same for messages from 5 Var R
different cluster members, i.e., all members are treat&incevz € R,0 < Q(x) < 1, thereforel — Q(w)+Q(s) > 0.
“uniformly.” Later in Section V, we will study how to Consequently,
set the value ofh to meet the QoS requirements of the g 1 2 L,
application. 55 = 1~ Q) + Q(s)lopar + = T RY 0. m

In problem (A), the first term corresponds to the expected
energy consumption when the message is missed,,&f, .
(wp, sp). In this case, the CH stays active during the timd/"te

52 . .
=, put it in and we get

Q.

Here is an intuitive explanation d%% > 0. As in (B), we

interval (wy, s,) and consumess,, — wy)a; amount of idle  F(w,s) = o,ar(s —w)Prob{7 ¢ (w,s)} +
energy. The second term corresponds to the expected energy s S L,
consumption when the message is received. Suppose the / (f—w)apalg(x)diUJr/ & @rg(@)dz.

message arrives at € (wp,s,), then, in addition to the
reception energy, the CH will consunie — w,)a; amount of
idle energy, i.e., the energy needed to remain idle(fay, x).

We note that the first two terms correspond to the expected
idle energy consumption, while the third term correspords t
the expected energy used to receive the message. Suppose the
normalized wake up interval is changed frém, s) to (w, s+

B. Solution A), we observe that:
We first compute the PDF ., (z), transform the problem, « The expected energy for receiving the message increases
and then solve the equivalent formulation. because the capture probability is larger;
By linear regression analysis [33], we find thaf is « The change in the idle energy consumption is illustrated
normally distributed and in Fig. 3. In the figurefy,ts, andts are three possible
, message arrivals, wherg € [w, s],t2 € (s,s + A),t3 ¢
E(ry) = 7, L ®3) [w,s + A). I,,I; i = 1,2,3 are the idle time for the
9 , o2 1 1 (1, —C(j)))? message arrival at; before and aftes is increased to
o, =VAR(T) = 5[+ + =] .
aZ, "N, N, C2(j) — (C(j))? s+ A, respectively.

Ne ol Ne 020 — If the message arrival is ifw, s], e.g.,t1, the idle
whereC(j) = w, C2%(4) = 25 O70k) energy consumption does not change;

s



— If the message arrival is ifs, s + A), e.g.,t2, the
idle energy increases;

— If the message arrival is at another time, &g.the
idle energy increases.

have o,a7, SO we can extract,a;. Finally, we expresss
as a function ofw, s(w) = Q~H(Q(w) — th),w < Q1 (th).
Now, the formulation becomes:

(A3) Min G(w) = (1 = th)s(w) —w + g(w) — g(s(w)),

Therefore, as the normalized wake up interval changes from such thats(w) = Q™1 (Q(w) — th),w < Q~*(th).

(w, 5) to (w, s+ A), the idle energy does not decrease, while g4 far, we have transformed the original formulation (A)
the expected receiving energy always increases. Thisi@splanig an equivalent formulation (A3). We notice that from

why the total energy consumption increases with
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Fig. 3. Changes in the idle time whenincreases

(A2) and (A3), the minimum expected energy to receive the
message can be expressed as

oparH(th) + %Oérth, (4)
where
H(th) = min{G(w): s(w) = Q" (Q(w) — th),
w < Q7 (th)} )

is the minimum value of the objective function in (A3).
Equations (4) and (5) will be used later in Section V.
Next, we solve (A3). We first show th&t(w) is a convex

The next proposition shows that the optimal solution alwayanction of w.

appears at the boundary of the regiQw) — Q(s) > th.
Proposition 1: Let (w*, s*) be the optimal solution to (B),
then Q(w*) — Q(s*) = th.
Proof: We prove this by contradiction. Supposgw*) —
Q(s*) > th.
Because&))(x) is continuousgdr; > 0 s. t.

Qw*) —Q(s) > th,Vs* —ry <s<s" +r.

Meanwhile, we have
o0

_ - * * 2
aSF(w , 8 VA 4+ O(A*).

As shown in Lemma 12 F(w*,s*) >0, so3r; >0 s. t.

F(w*,s* = A) — F(w*,s*) =

Fw*,s* = A) — F(w",s%) < 0,Y0 < A < rs.

Pickr = min(rq, r2), then it satisfieg)(w*) —Q(s*—r) > th
and F(w*,s* — r) — F(w*,s*) < 0, which means that
(w*, s* —r) is a feasible point and'(w*, s* —r) is lower than
the minimum. This is contradictory to the fact tHat*, s*) is
the optimal solution. =

The physical meaning a(w*) — Q(s*) = th is that under
the optimal scheduling policy, the capture probabilitylisays

equal to the thresholth. This can easily be understood from .

Lemma 1. IfQ(w) — Q(s) > th, then we reduce by a small
amount (go to sleep earlier bA. From Lemma 1, the total
energy consumption decreases, yet the capture probatiility
exceeds the threshold. Thugy,s — A) is a better solution
than(w, s). Hence, the optimal solution must satigj(w*) —

Proposition 2: G (w) > 0.

We give the proof in the appendix. Sin€qw) is convex,
and the regionu € (—oo, Q1(th)) is a convex region, then
the local minimum is in fact a global minimum. The next
proposition gives the position of the global minimum.

Proposition 3: Let wy be the global minimumu,
Q1 (M), w, = min(0, Q1 (th)), thenwy € (w;,w,), and
is the uniqgue minimum on this interval.

We give the proof in our technical report [35]. Sinag
is the unique minimum orfw;, w,,), we can use the Golden
Search method to find, [36]. The Golden Search method has
logarithmic complexity ofO(log(%)), whered is the required
precision. Hence, it can be efficiently implemented.

C. Example Implementation

We now describe an example implementation of our ap-
proach.

Cluster Initialization. After the clusters are established,
the cluster head (CH) broadcasts the epoch durafipn
synchronization interval’s, and message frequen@yto the

cluster members, and lets the members know when they should

transmit (according to the CH clock). In the following diseu
sion, we will assume that the parameters and the transmissio
schedules for the members will not change in the system. In

cases when these need to be changed, the CH simply makes

the change and informs the members.
Synchronization. As we indicated in Section IlI-A, the
synchronization scheme can utilize either a receiverivece

Q(s*) = th.
SubstitutingQ(w*) — Q(s*) = th, formulation (Al) be-
comes:

(A2) Min F(w,s) = [(1 —th)s —w + g(w) — g(s)]opar+

approach (RBS) or a sender-receiver approach (TPSN). Our
example implementation uses RBS. We first review how RBS
works. In RBS, when two nodes A and B want to synchronize
I with each other, they need a separate beacon node. The beacon
th7¢ an, node broadcasts a beacon, which is receivefl,and 75 by
such thatQ(w) — Q(s) = th. A and B respectively. Specifically, let the relationshipvizen
We further simplify the formulation as follows. First, be-node As clock and node B’s clock bég = at4 + b. Then,
causethL—RpaT does not depend ow and s, we remove it T = aT1 + b + e, wheree is the non-deterministic factor,
from F(w,s). Second, all the remaining terms &#(w,s) which follows a normal distributioV (0, o2). Hence, one pair



of corresponding time$T;,T5) is obtained. Additional pairs the CH computes for each messagehe wake up interval
can be obtained using multiple broadcast beacons. (wp, 8p) = (Tp + opw*, Tp + Tps™).

To use RBS in the cluster, the CH selects a member as the
beacon node. This member sends reference beacons usiy &imulations

sufficiently high power levélfor the beacons to be received \we now verify the performance of our scheduling policy
by all other members and the CH. The cluster membeyg simulations. We follow the implementation described in
then exchange the arrival times of the beacons with the Gidction 1V-C. We utilize MATLAB [37] for our simulations
and obtain multiple pairs of corresponding time instantse T gjce our assumptions do not require models (e.g., inteber
cluster members will use these pairs to estimatej), b:(j)) models, 802.11, etc.) in network simulators.
as described in Section IlI-A. At this stage, all members wil gy scheduling policy intelligently compensates for the
have synchronized with the CH except the beacon node. T&ighchronization error through dynamic computation of the
CH then selects another member to send reference beacqpge up interval. Another scheme that was previously used
so that the original beacon node can synchronize with the Cigy compensating the synchronization error assumed anruppe
To further conserve energy, the cluster members and the Gblind on the synchronization and used it digedguard time.
do not always stay active during the synchronization irerv 1o evaluate the performance gain of dynamic adjustment of
Instead, they go to sleep if there are no beacons and wakeyke up intervals, we compare the performance of our scheme
right before beacons arrive. Observe, however, that becaygth that of the following fixed wake up interval scheme: The
of clock disagreement, the CH and the cluster members may wakes up% seconds earlier than the scheduled message
not rendezvous with the beacon node. This leads to thgivaltime (recall from Section IV-A that the scheduledzl
loopback problem: the synchronization message itself @@nfime s the time that the messasgjeouldarrive). If the message
be successfully exchanged because of synchronization erges not arrive untik after the scheduled arrival time, the CH
To solve this pI’Oblem, the cluster members and the CH US%@eS back to S|eep again; Otherwise' it Stays active urdil th
guard time to compensate for synchronization error. Tha8@u message is received. To make the comparison fair, we use
time is chosen to b8x message transmission time, while thggme message arrivals for both schemes.
clock disagreement is controlled such that it cannot go far\ye set the synchronization interval 6 seconds. During
beyond the message transmission time with high probabiliach synchronization interval, the CH transmits to eachtetu
USing this meChanism, in all our Simulations, beacons arh%mber in an equispaced manner, and Obtﬂnpairs of
subsequent messages can be successfully communicated.corresponding times. We adopt the model used in RBS and
Determining the Wake up Schedule.To determine the TPSN to characterize the synchronization error. Spedifical
wake up interval, the CH first computés*, s*) using the the synchronization error is normally distributed with aer
Golden Search method. The CH needs to do this computati@@an,N (0, 02). In our simulations, we choosg = 36.5 s,
only once. Next, the CH computes for each messadbe which is derived from [10} The clock skew of each node is
value of o, using Equation (3). In Equation (3}, can be chosen uniformly fron{1 — 50 x 1076, 1 + 50 x 10] [28].
obtained from measurements which have already been takentable | summarizes the simulation parameters and other sys-
e.g., in RBS and TPSN. The difficulty is that we do not knowem constants. Unless otherwise specified, all the sinumati

ai(j). However, we can bound; (j) in the following manner. results are averaged oven00 runs.
According to [17], the maximum clock skew of most off-the-

shelf crystal oscillators is no larger thaf0 ppm (specifically TABLE |
for Mica Motes, the clock skew is no larger thad ppm and SIMULATION PARAMETERS AND SYSTEM CONSTANTS
. —4
the bounds below still hold). Therefoleit— < ai(j) < L'I‘;esg\‘h)l'grth . (1-??
- . . . . ar
%8,2. Substituting into Equation (3), we have Receiving powen,. (MmW) 13
Data rateR (kbps) 19.2
1 1 (1., —C(7))? Message lengti,, (byte) 8
0.9998% < 012,/[08(— + —(p—(j))g)] < 1.000212. Number of cluster member nod@d 10
Ns = Ns oz (J) —C@) Epoch duratioril, (minute) 20
Synchronization interval’s (second) 60
2 _ 2 21 1 1 (1,—C())? : Number of synchronization messaghs 2
We choosecrp = 1.00021%03 (5~ + 7~ 7Wfﬁ2]', This o0 (1) o
value is no less than the actuaj, so the wake up interval Transmission period’ (second) 60

will be larger than necessary and the capture probability wi
be slightly higher thanth; yet the wake up interval is no

. . 1) Comparison with the Fixed Interval Schem@éle first
more than0.04% larger than necessary, which causes little . .
S . : . compare the message delivery performance of our scheme with
degradation in the energy consumption. Afteris obtained,

the fixed interval scheme. From Equation (3), we have

“4We assume that each node has a fixed number of transmissiar [vels , 5 o8 .1 1 (= C(H))>?
(as in Mica2 motes) and can transmit to the CH and all othestetumembers VAR(TP) = 0, = 5. [F F e — }
using one of these power levels. This assumption is reatosaire in many a; (]) s s C2 (j) - C(j)

clustering techniques, the transmission power level usethé® members to
communicate with the CH is much lower than the maximum. Toeee a  5in [10], measurements show that the average absolute er29.1 us.
member node can increase the transmission power level toesits message 2

can be received by the CH as well as other cluster members. Therefore, [ _ || 2;00 e 2002 dx = 29.1 ps => o0 ~ 36.5 ps.




Within an epoch, the variance of the actual arrival time 100

increases withr,, the scheduled arrival time. This is because 50 J/

the clock drifts away more and more as time progresses. g

As a result, for the fixed interval scheme, the capture rate ‘5 o0

will decrease as the scheduled arrival time increases. i$his g o/

illustrated in Fig. 4. In the figure, we show how the captute ra 20y

changes as time goes on for both our scheme and the fixed 0

interval scheme. We st = 3 ms (recall that in the fixed R
interval scheme, the CH wakes gpearlier than the scheduled (a) Message delivery performance of the fixed in-

arrival and stays activ% after the scheduled arrival). We terval scheme under different values fof

observe that for the fixed interval scheme, the capture sate i
very high at the beginning, but gradually decreases to below
the threshold. If the message is scheduled to arrive near the
end of the epochT(, = 1200), then the capture rate is only
0.55. In practice, this means that the fixed interval scheme
cannot provide the threshold capture rate near the end of the
epoch, which is undesirable. On the other hand, our scheme
dynamically selects the wake up interval, so that the captur

250

Fixed Interval
Our Schemese

—

200

—
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L (ms)
rate is always kept at no less than the threshold. (b) Energy consumption of the two schemes
Fig. 5. Energy consumption properties of the fixed intergilesne and our
1 — scheme
0.9 e
o 08 T
S “\* . . g
o g; discussed above, i.e., our scheme can guarantee a specified
g s capture rate with lower energy consumption than the fixed
© Our Scheme—— .
0.4 Fixed Interval ——— interval scheme.
0.3
0.2 ; ; ; : TABLE Il
0 200 400 600 800 1000 1200
Scheduled Message Arrival Time (second) COMBINATION OF SIMULATION PARAMETERS
) ) _ Thresholdth 09] 08| 07 ] 0.6
Fig. 4. Comparison of the message delivery performance Epoch duratior (minute) 20 | 30 | 40 | 50
Synchronization interval’s (second) 30 | 60 90 | 120
; ; Number of synchronization messagh$s 2 4 6 8
a)
We next study the energy consumption properties of th Transmission period” (second) s 20 180240

two schemes. In Fig. 5(a), we var§ and compute the
length of time (given as a percentage of the epoch) that the
specified value ofL is sufficient to give acceptable capture 2) Impact of Synchronization Parameters this section,
rates (above the threshold). For example, wiier- 3 ms, we investigate how the choice of synchronization pararseter
percentage ~ 50% means that ifL is set to3 ms, then for namely N, and T, affects the energy savings of our scheme
messages scheduled to arrive during the first half of thefepogver the fixed interval scheme. To make a fair comparison
the capture rate is no less than the threshold; but if the agessbetween the energy consumption of our scheme and the fixed
is scheduled to arrive during the second half of the epoeh, tinterval scheme, for each configuration we chodsé¢o be
capture rate is lower than the threshold. the minimum interval that can guarantee the threshold captu
Fig. 5(b) illustrates the average cluster head energy camte for the entire epoch, i.el; = min{x: the fixed interval
sumption per epoch with different values @f For com- scheme withl = x can guarantee the threshold capture rate
parison, we also include in the figure the average enerfyy the entire epoch
consumption per epoch of our scheme (the straight lin§)hen we compute the performance gain of the optimal
Since both our scheme and the fixed interval scheme ussheduling scheme (defined as the energy consumption ratio
the same synchronization protocol, they consume the sabwween the fixed interval scheme and the optimal scheduling
amount of energy for synchronization. Therefore, we do netheme).
account for the energy consumed for synchronization hereFig. 6 depicts how the performance gain of the optimal
From Fig. 5(a) and 5(b), we see that= 4 ms can guarantee scheduling scheme changes wiffi, and 7,. We observe
the threshold capture rate for on0% of the epoch, but that as N, increases, the performance gain of the optimal
the energy consumption is already higher than our optims¢heduling scheme gradually decreases. This can be exglain
scheduling scheme. In order to guarantee the thresholdreaptas follows. The energy savings of optimal scheduling stem
rate for the entire epoct; must be set to at leagtms, with from reducing energy waste. Increased synchronization mes
energy consumptiod0% higher than the optimal schedulingsages lead to a better synchronized cluster and reducel¢he id
scheme. listening time. Hence, the overall energy efficiency fortbot
We have also simulated the combinations of parametexshemes is improved. Under this situation, though the ggdtim
specified in Table Il. The results were consistent with thoseheduling still consumes less energy than the fixed interva
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5 12 A. Model and Problem Definition

I 115 . X

*”é 11 Consider a sensor network deployed for environmental

g o5 monitoring. The network has already been clustered usieg on

Y23 4 5 6 7 8 9 10 of the popular clustering techniques, e.g., [5]-[7]. Eaehser
bor of Svnchronizati _ .

(a) Impact of e rUmbar 5?"g7gggpg)eﬁf;gﬁgn mes- node pgnodlcally repor_ts to its _CH. Each message represent
sages a certain amount of “information” about the environment.

The CH uses the collected information to analyze intergstin
properties, e.g., the chemical contaminant in the arearedve
14 by this cluster. The accuracy of the analysis is determined b
13 the total amount of information collected from all the member
R nodes, i.e., theollective information, as discussed in [38]-
[40].
In many sensor networks, heterogeneity may exist among
1o 70 80 90 100 110 120 130 140 150 the sensor nodes. For example, some nodes may be equipped
) Impacthfat{%réodeuvrn;ggrqizgyotr;]'gtesrﬁéﬂegﬁfz)aﬁ0n with an expensjve sensor which provides high.p_recision mea-
interval surements, while others only have a low precision sensor for
. o , cost reasons. As a result, messages from different nodes may
Fig. 6. Impact of synchronization scheme parameters on dtie of the L . . . .
energy consumed by the fixed interval scheme to our scheme contain information of different quality and represenfefiént
“values.” To quantify the value of messages, Chen et al. [40]
associate each message withitdity value, which represents
scheme, the performance gain becomes smaller. the amount of useful information contained in it. Using the
Similarly, whenT, increases, the cluster will become betteltility as the quantitative measure of service quality,ythe
synchronized. This can be observed from Equation (3). R§0pose a general optimization framework for data trartspor
T, increases((j, k), k = 1... N, become more spread andsensor netwqus. However, one_assumption made in their work
) — @2 is that there is no redundancy in the network, hence the data

increases. Hences, becomes smaller. This ) . S
means that the actual message arrival is more likely to beGpllected from different sensors contributes additivéities.

the vicinity of the scheduled arrival time, i.e., the netwig N reality, redundant sensors may be deployed in the sensing
more precisely synchronized. area, and the information collected by nearby sensors may be
rrelated.

n this work, we use a method similar to [40]. We as-

1.5

1.2

1.1

Ratio of Energy Consumption

The above discussion shows that we can save energy

increasing N, and T,. However, in practice,N, and T, . h thusil | hich
cannot be arbitrarily increased. Increasiligmeans that more soclate eac message wit ua_lty valug whicf r.epresents
amount of useful information contained in it; messages

synchronization messages need to be exchanged betweerffie h 46 h h i | )
CH and the cluster member nodes, which costs more ener 9m the same node have the same utllity valué’;, 1 =

while increasingT, means that the system will spend mor ... M. Unlike [40], we conmderthgt messages from different
time in synchronization operations, and cannot eﬁeo}ivePOdes may be correlated and exhibit redundancy. Therefore,

perform other sensing and communication t&sKserefore, to guarantee _the analy_S|s accuracy, the. _CH only needs to
there exists a trade-off among synchronization and sciveglul cqllect ace_rtau_'] pmp?”‘o“ of the t(_)tal utility. As Io_ng as

We can achieve better performance in scheduling at the cHE? proportion is obtame_d, the requweme_nton ea_ch idotezi .

of more synchronization energy/time. An interesting giaest node can be chosen flexibly. We thus deflne Quality pf Service
arises: what is the optimal scheme if synchronization at@©S) to be that the CH collects a desired proportion of the

scheduling ardointly considered? We consider this to be afPt@! utility. To achieve this QoS guarantee with minimum
open issue and plan to investigate it in our future work. ~ €"€rgy consumption, we formulate the following optimiaati
problem.

Given an epochj, as described in Section Ill, nodeis
V. PART II: QOS-AWARE ASSIGNMENT OF THECAPTURE  gcheduled to transmit at(j,h) = jT. + Ts + Z% + nT,
PROBABILITY THRESHOLD?h 0 <h < N,1 < i < M. Let the capture probability

In Section IV, we studied the optimal sleep/wake schedulirigreshold for all messages from nodeduring epoch; be
problem under the assumption that the capture probability(j). We aim to choose;(j) to minimize the expected total
thresholdth is already givenand is identical for messagesenergy consumption of the CH, and still collect the desgabl
from different cluster members. In this section, we studgroportion of the total utility:
how to obtain the capture probability threshold(s) to meeB) Min S22, S°N  Ei(j, h, z:(j))

6Fig. 6(b) shows that even if the synchronization intervalais large “Coverage scheduling can help reduce the redundancy, betieqntal
as 12.5% of the epoch durationT; = 150seconds = 12.5%7T.), the measurements [41] show that the correlation pattern caretyecomplex and
performance gain is still larger thar20%. it is difficult to completelyremove the redundancy.
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(.jTe+Ts+%+hT—C(j))2]
7 N y

such thaty" M. (U > (1 —r) M U, (=N L
szl / S szl Az(]) - Zh:l ar af(]) N, [1 + C2(j)—(c(j))2

pi<z(j)<l,i=1...M.

Bi (.7) = NarL_[é)
are non-negative parameters that do not change wit}).
%urther, becausg is fixed for a given epoch, we omit for
ﬁl}evity. Then we can write Problem (B) in this form:

where:

e Ei(j,h,z:(j)) is the expected energy consumption t
“capture” the message that is scheduled to arrive
jT. + T, + i< + hT with probability no less than;(j).
Note that oncez;(j) is set, the CH will use theptimal (B1) Min I;(Z) = SV, A;H(z;) + B;zi
sleep/wake scheduleveloped in Section IV-B. Hence, such thaty M zU; > (1 —r) M, U,

E;(j, h,z(j)) is the minimum value of the objective pi <z <li=1...M.
function in Problem (A) (defined in Section IV-A) with
7p = jTe + Ty + i + AT andth = z(j); 25
« r is the redundancy level of the cluster, specifically, 2|
100(1 — )% of the sum utility is sufficient for the CH to _ 1sl
make correct estimations of the environmental conditions; T 1l

any additional information is redundé&nt 05|
e p; is the minimum capture probability threshold for all

messages from. It is used to guarantee the reliability

of the system. Without these constraints, it may happen

that the thresholds assigned to certain nodes are so lgy 7. H()

that messages from these nodes are almost ignored. These

constraints guarantee that all the cluster members have e numerically computef(z) and show the curve in

minimum opportunity to pass their information on to thesig. 7. Obviously it is not convex; hence Problem (B1) is

CH. not convex. Further, we do not have an explicit analytical
form for H(z). This makes Problem (B1) hard to solve. Next
B. Solution we investigate the structure of the problem and obtain an

We first demonstrate that Problem (B) is not convex ana(ljpprommate-solunon. . .
The following proposition characterizé$(z).

ISSO|Clj,I IIif(I)CnUItthg; ZOlVr?);ri]m%Eg:r;Le Eh(;rr;nvri Svki)ttr? |2 gtsiglbd??tmal Proposition 4: (1) For z > 0.86, H(z) is strictly convex;
bp P " (2)forz e [0,0.99],1.862 < H(z) < 2.52z.

Since the objective function in Problem (B) is the su . . : o
of many E,(j, h, z:(j))s with differenti, b (recall thatj is r‘(}'Ve give the proof in our technical report [35]. The main idea

fixed for each epoch), we first analyze the properties i?jthat though we do not have an explicit analytical form of
; ; P ' . analyz proper (z), we have the bounds obtained from Proposition 3(2).
Ei(j, h, 2(j)). From our earlier discussions; (j, h, zi(7)) Hence, we computél’, H" using implicit differentiation and
is exactly the minimum value of the objective function iqoound’them We shc;w thai (=) is convex for the region
\I/DVrh(?(k:JrI]eirS éﬁgg'g‘gﬁaggge(g)ﬂ iy + AT andth = z,(j), [0.86,1); for the remaining region wheré/(z) may not be
convex, we can bound it fairly tightly.

Next, we approximated (z) with a convex function. Let
Hi(z) = 2z +0.00122, then it intersects (z) at Zy ~ 0.95.
Here, L, is the message size;, is computed from Equa- Let
tion (3), th is the required threshold, anl (¢th) is given in Hy(z) = {
Equation (5).

To obtainE;(j, h, z;(j)) from E(th), we computer, using

L
oparH(th) + Epozrth.

Hl(z) OSZSZO
H(z) Zy<z<1

Equation (3) withr, = jT.+T,+i++hT and letth = z;(j), Lois
H . H(z) . H2(z)
I.e., . , H2(z) - / Lot H3(2) -~ /]
Ei(j, s 5(7)) = avif) S+ g . /

N (TATAHE+RT-CGN2, | e '

arH(z; (J))\/ag(oj) NLS[l 4 Y 02(]-){(W>2 J . 1 ’ 5// 19 /
/
Therefore, 05| 1.895 ot
[0] / 1.89 /

M N . . M . . . . 0 0.2 0.4 0.6 0.8 1 " 0.944 0.946 0.948 0.95 0.952
E;Ei(],h,zi(])) = ZlAi(j)H(Zi(j)) + Bi(j)zi(J), @) HQZ(Z) (b) HB(ZZ)

where Fig. 8. Approximating H(z)

8The value ofr is application specific and how to determine it is beyond The following proposition shows thal/»(z) is a convex
the scope of the work we present in this paper. We should orgntiowever, approximation tOH(z).
that it is affected by factors such as node density, sensawgrage, and e . H(z) .
accuracy requirements. In practieegan be obtained either through theoretical PI’OpOSItIO.n S (1) 0.929 < Hs(z < 1.26;
computation or from online training. (2) Hz2(z) is strictly convex.

-
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We proved this proposition using Proposition 4 in oubecausez* is the op'umal solution to (B2)[>(z*) < IQ( ).

technical report [35]. Fig. 8(a) illustrates thét(z) is @ good Therefore 11( S *) cannot be much larger than

approximation toH (z). I (—>) ~ T (—>)
However, one issue is th&f,(z) is not differentiable aZy, ! P t2 6 o ant as it sh thgt'
because roposition 6 is important as it shows is an approx-

imate solution to (B1) wittapproximation ratiol.37.
Hy(Zy) = H{(Zo) =~ 2.0019 < Hy(Z) = H'(Zy) = 5.7241.  As described earlier, (B1) is a non-convex optimization

Hence, we adjustls (=) to make it differentiable p_r}oblem, hence it is difficult to obtain the optimal solution

ChooseZ, < Zy < Z». Our idea is to replacedy () z*. However, (BZ)_}is a convex optimization problem and its
with a polynomial function in the intervdlZ;, Z], so that the optimal solution,z*, can be easily obtained using conven-
resulting function is continuous and differentiable eweigre. tional optimization techniques such as the Logarithmiaigar
Let method [34]. Thus, ﬂ our approximation scheme, we first

- S 52 ard ovar’, e s o a e capre rv
3[Ha(Zs) — Ha(Z1)]  H3(Z2) +2H)(Z4) '

0 7~ 712 — A , consumption, but from Proposition 6, the energy consumptio
2 — 41 2 — 41 . ~ . . .
using z* is no more thard7% higher than the optimum.
o = H(Zy) — q2(Za — Z1)? —Q1(Z2—Zl)—qO g oMy P
(22 = Zn)° C. Simulations
<z> ) . .

(-2 )Ijif ?) (2= 71)? 0sz22 In our simulations, we consider a cluster/af = 10 nodes.

Hs(z) = 13 N (12 B ZQQ) L ! 7. <. <z  Weassume the redundancy level of the clusteis known to

g 1) go 1 =%=22 " pe(.7. Half of the nodes have utility value df;, while the

HQ(Z) Zy < z<1

other half have more capabilities and thus have a utilityeal
The proof of our next lemma is found in our technicabf V, > V;. We further sepp; = P = 0.1,i = 1... M. Other

report [35]. simulation parameters are as specified before in Sectidp, IV-
Lemma 2:(1) H3(z) is strictly convex and differentiable Table I.

(see Fig. 8(b)); We compare our approximation scheme with the previously
(2) If we chooseZ; = Zo —0.0015, Zo = Zy + 0.0010, used uniform assignment scheme, i.e., the scheme ayith

then0.925 < ,i((zz)) <1 1—ri=1...M. In Fig. 9(a), we vary the value 0}?

Therefore, we can ung( ) as aconvex and differentiable and show the performance gain, which is defined as the
approximation toH (z). Now, we can obtain an approximateratio between the energy consumption of the two schemes.

solution to (B1). Consider the following problem (B2): We observe that our scheme always outperforms the uniform

(B2) Minimize L(7) = Zl LA HB(ZZ) + Bz assignment scheme, which demonstrates_, the effectiver_ness 0
such thatzz L2 > (1— T) Zz Ui, our scheme. Further, the performance gain mcreases%fath

pi<z<li=1. This is because the performance gain of our scheme over

the uniform assignment scheme stems from the differentiate
r(']eatment of the nodes. To guarantee the collective perfor-
mance with limited energy, we “favor” the nodes with higher
utility values. If all the nodes have the same utility value

Vo _
by Hs(z). The following proposition shows that the solut|0r$ = 1), there is no benefit in treating the nodes differently;

of (B2) is an approximate solution of (B1) with provabl@s increases, the difference between nodes becomes larger,
performance. WhICh makes it advantageous to provide differentiatedisesv

2 be th [ sol to the nodes and favor more important ones.
Proposition 6: Let 2" be the optlma solution to (Bl)z In Fig. 9(b) we keep the value é% fixed at3, and vary the

be the optimal solution to (B2), thehg ) < 1370(2%).  value of P (we still setp; = P,¥i = 1...M). We observe

Proof: From Lemma 2(2)0.925 < 53((2) < 1.26. Hence, that the performance gain decreasesPaicreases. This is

BecauseH;(z) is strictly convex and differentiable, Prob—
lem (B2) is a convex optimization problem and can be solve
using conventional techniques. Note that the only diffeeen
between Problem (B1) and (B2) is th&f(z) is replaced

7 expected. WhenP is small, some nodes may be assigned
0.925 < 1(Z) < 1.26. (6) a very small capture probability threshold, which makes the
I(7) system less reliable. A® increases, the system reliability
Therefore, increases. At the same time, the regigr> p; shrinks, which
= = means we have less flexibility in selecting Consequently,
Li(z*) < 1.26x 12( ¥) < 1.26 x 12( ") the performance gain becomes less significant. Hence, the
< 1.26 % Il( *)/0.925 < 1. 37[1( ), choice of P exhibits a tradeoff between system reliability and

i ) ) energy savings.
where the first and thlrgﬁ” come from Equation (6), and the

second K" holds sincez* is the optimal solution of (B2). m VI. CONCLUSIONS AND FUTURE WORK

The intuition behlnd the proof IS th"ﬂi’»( ) appro_igimating In this paper, we have studied sleep/wake scheduling for low
H() meansIl( ) = Ix(z *) and I,(z*) ~ Iy(z*). But duty cycle sensor networks. Our work explicitly considérs t
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Performance Gain

14 c 15 example, a sensor network which monitors the concentration
1.3 & 14 of a chemical can have two modes: the silent mode and
Q A . .
1o g 13 the vigilant mode. When the average concentration coliecte
' E 12 from the whole network is lower than a certain threshold,
11 g 11 the base station will set the network in silent mode, where
1 1 nodes monitor the chemical concentration and periodically
o 15 oz 25 3 0 010203040508607 rangrt tg the base station; however, if the base station fimels
The Utility Ratio V2/V1 Minimum Capture Probability P . . .
(@) VaryingVv2/Vv1 (b) V2/V1=3 average concentration to exceed the threshold, it canetrigg

the network into vigilant mode, where all the nodes stayvacti
and transmissions can occur at any time. For such applitatio
with a hybrid data delivery pattern, our approach is ideal fo

ff f hronizati in the desi ¢ sleep/ kuse in the silent mode.
efiect of synchronization error in the design of Sleep/Wake v, paye focused on the single hop intra-cluster commu-

scheduling algorlthm. In. contrast, most previous WF’”TS Hlcation scenario in this work. After messages are received
sleep/wake scheduling either assume perfect synchrmmzatb the cluster head, they may need to be forwarded to the

or assume an upper bound on the clock dlsagreement_ %e station, potentially over multiple hops. The clusteaich
uses a fixed guard time to compensate for the synchronlma

. " . o ay also need to relay messages from other cluster heads to
ion error. We utilize a widely used synchronization SChem%e base station. An important question is how to decide the
which was proposed in the well known RBS protocol.

: . . . ngeeplwake schedules of the cluster heads over such naultipl
demonstrated that this scheme, though it achieves mm#osRSpS Section Ill gave a simple example mechanism. A more

ond Ievel_syr_1chr0n|zat|ormmed|ately afterthe exchang_e_ of efficient solution would be to develop an adaptive sleepévak
synchr(_)mzatlon messagesyrns out to have non'neg“g'blescheduling methodology, as in this paper, for inter-cluste
clock disagreement as time progresseiserefore, we conclude communications. This is an open issue that merits further
that the design of any sleep/wake scheduling algorithm mli'ﬁ\t/estigation

take into account the impact of this synchronization error, In this work, we express the redundancy within a cluster

and we study the optimal sleep/wake scheduling scheme wit . : o
. . A with a single redundancy level The correlation pattern within
consideration of the synchronization error.

i dv h decide the sleen/wak hedul the cluster may be more complex, e.g., sensing data callecte
We first study how to decide the sleep/wake schedule fo,, nearby sensors are more strongly correlated than data

achieve agivenconstraint on the message capture probabiliy, ., sensors at a longer distance. How to assign the capture

with minimum energy consumpnon. The problem is NOMhresholds under complex correlation patterns is a chgithgn
convex, and hence cannot be directly solved by conventlorb%blem for future work

convex optimization techniques. By exploiting the struetu

of the problem, we were able to transform the original non-

convex problem into a convex equivalent, and solve it using REFERENCES
an efficient search method.
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Proposition 2 G” (w) > 0.
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G = (1= th)s” (w) + (s —w)g () + [ (w) — g(w).

It is sufficient to show that

"

s (w)>0

and ) )
(s —w)g (w) + [s (w) —1g(w) > 0.

We first examines” (w). Taking derivatives on both sides of

Q(w) — Q(s(w)) = th, we have

—g(w) + g(s)s (w) = 0 = s (w) =

Thus,
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—w(s — w)g(w) +
g(w) — 9(8)]
g(s) ~

g(w)[-w(s —w) +
Sinceg(w) > 0, it is sufficient to show that
—w(s —

There are three cases:
e w<s<0
By the Mean Value Theorem,

(w—8)g (¢), ¢ € [w, s],

g(w) —g(s)
we have
g(w) —g(s)

B
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Then
LIST OF SYMBOLS
w<(<s<0 = 0<&C)<10<£<1 M Number of cluster member
- = _g(s)_ T w T nodes @1,...,nar)
g(o ¢ Te Epoch duration
— 1 -2222 > Ts Synchronization interval
g(S) w Ny Number of synchronization messages
Q(C) ¢ T Transmiss_ion_ peripd
= —w(s—w)[l—-=2=]>0 N Rounds of transmissions in an epoch
g(s) w (C3, k), ti (5, k), Corresponding time instants between
k=1...Ns CH and member; in epochyj
c 0sw<s a;(j),bi(7) Clock skew and phase offset (respectivel

This case can be proved using the Mean Value Theorem

betweenn; and CH in epochy

V)

as above: observe that< w < s implies % > 1 and ;(5), bi(4) Estimate? cr:faz-(j)abi(j)
< o, Variance of the random error
vz LVCE [, s]. Tp Scheduled arrival time of packet
e w<0<s 7 Actual arrival time of packep
If g(w) > g(s), then w, Wake up time to receive packgt
Sp Sleep time if packep is not received
—w(s . w) >0, g(w) — 9(8) >0 = —w(s _ w) th Capture probability threshold
g(s) ar Idle power
ar Receiving power
+g(w) (_)9(5) > 0. R Data rate
g(s o L, Message length
. C(j) and C2(j) Refer to Equation (3)
3therv¥/|sle,g(zTur)] < g(s) = w < —s. Hence, by the 7 and (w, s) Normalized arrival time and normalized
ean value eorem, wake up interval respectively
g() Probability Density Function of
—w(s —w) + w = —w(s —w) + o0 sct:andalrd nortmal distrit?uttjon
g(s - omplementary cumulative
(w) — (—s) ¢g9(Q) distribution function
+% =—w(s— w) — g_(w + s) H(") Refer to Equation (5)
gl—s gl—s (4, h), zi(J Refer to Problem (B
(=) (—s) (dE>(_h<)(_)) f blem (B)
and £, n, 2(J
= —w(s —w)[l+ ggg((ci) ;U +ui r _Redundancy Ievelbofbt_?e C:?Stef: -
- - Di Minimum capture probability thresho
h for messages from
where¢ € [w, —s]. A;(j) and B;(j) Refer to Section V-B
¢ g(¢) I(7) and I5(%) Refer to Problems (B1) and (B2)
w<(<-s<0=0<2>2<1,0< ( ) < H:("), H2("). H3(") Refer to Section V-B
w g(—s
w+ s ¢ g(Q) w+s
<1,-1< <0= = > -1
s —w wg(—s)s—w . .
¢ g(0) %4_2 a member of the ACM. For more information, please see:
= —w(s—w)[l+ = J | >0. http://www.cs.purdue.edufahmy/
wg(=s)s—w Ness B. Shroff[Fellow] received his Ph.D. degree from
In all, —w(s — w) + % > 0. Combining this with C_olu_mbia L_Jniversity, NY in 1994 and joined Purdue Univer-
K (w) > 0, we haveq” () >0. = sity immediately thereafter. At Purdue, he became Professo

Summary of Notation: We list the symbols used in Table IlI.
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