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PROJECT PLAN
A. Scientific and Technical Basis of the Proposal
A.1 Introduction
The U.S. Department of Homeland Security in its “National Strategy for Homeland Security” has identified Emergency Preparedness and Response (EPR) as one of its six mission areas [NSHS02].  

The technology to enable seamless communication for EPR has not been sufficiently studied and developed, and the infrastructure and support for first responders and their collaborators is inadequate. For example, after Hurricane Katrina hit New Orleans, rescue efforts were too often frustrated by inability of rescuers to communicate. Many telephones, including most cellphones, were not working due to line breaks, destruction of base stations, or power failures, even though some base stations had their own back-up generators. In a number of cases, reporters were asked by public officials coordinating emergency response to brief them on the conditions in the areas where communications failed. From Hurricane Katrina, as well as other emergency situations such as 9/11 terrorist attack and tsunami in the Southeast Asia, we find that there is a common problem in EPR: lack of adequate communication facilities in the disaster areas. Therefore, providing means of dependable communication in emergencies must be viewed as an essential and urgent need.
To address the deficiencies of current solutions, we propose a new paradigm and a new technology, called opportunistic networks or oppnets. To the best of our knowledge it is a solution not explored by others.  Two of our team members, Drs. Lilien and Gupta, have been the first to propose and to investigate the oppnet paradigm and technology [BLRW04, LKBG06]. The oppnets and their salient features can be briefly characterized as follows. Typically, the nodes of a single network are all deployed together, with the size of the network and locations of its nodes pre-designed (either in a fully “deterministic” fashion, or with a certain degree of randomness, as is the case with ad hoc or mobile networks). In contrast, the size of an oppnet and locations of all but the initial set of its nodes—known as the seed oppnet—can not be even approximately predicted. This is the category of networks where diverse foreign devices, node clusters or networks—not employed originally as the seed oppnet—are invited to join the seed to become oppnet helpers. Helpers perform certain tasks they have been invited (or ordered) to participate in. By integrating helpers into its fold, a seed oppnet grows into an expanded oppnet.
The goal for oppnets is to leverage the wealth of pervasive resources and capabilities that are within their reach. This is often a treasure that remains useless due to “linguistic” barriers. Different devices and systems are either unable speak to each other, or do not even try to communicate. They remain on different wavelengths—sometimes literally, always at least  metaphorically. This occurs despite devices and systems gaining ground in computing power and intelligence, allowing for autonomous behavior, self-organization abilities, adaptability to changing environments, or even self-healing when faced with component failures or malicious attacks. 
The main objectives for the proposed project include:
· Developing innovative oppnet technology to facilitate Emergency Preparedness and Response (EPR)
· Building a prototype to demonstrate feasibility and benefits of oppnets, esp. for EPR applications
· Achieving technology transfer and commercialization for use of oppnets in EPR, with possible extensions to other applications in Homeland Security and beyond
The project has a high-payoff potential, measured not only in economic terms but also in the reduction of human suffering and loss of life. Increasing EPR effectiveness with oppnets—which will translate into saving human lives and reducing human sufferings—takes precedence over improving EPR efficiency, but we aim at both.

This project is a collaborative effort of Western Michigan University, ERT Systems, LLC, and the IRIS Corporation. ERT and its parent company Cimulus Inc. not only has excellent technical skills in wired and wireless networking, RFID, cellular protocols and FACTNET, but also has strong contacts in the user market through networks already established in the Police, Fire, EMS, and Emergency Management market segments. ERT also has extensive knowledge in the area of federal guidelines and requirements, such as the National Incident Management System, Emergency Response Plan, and National Fire Protection Association Standards. IRIS, founded in 1991, is a consultant on sensor fusion to the United States Government through various federal agencies. Its founders’ background includes 20 years of consulting with NATO’s Intelligence, Surveillance and Reconnaissance Group. 

A.2 Oppnet Concepts 
A.2.1. Seed Oppnets and Oppnet Growth
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	Fig. 1 Seed oppnet—an example




Each opportunistic network grows from a seed oppnet, or simply a seed, which is a set of nodes employed together at the time of the initial oppnet deployment (cf. Fig. 1). The seed is pre-designed (and can, therefore, be viewed as a network in its own right). It can have just a few nodes, in the extreme even a single node. A seed can be wireless—with nodes communicating via radio channels, and  ad hoc—with nodes not carefully pre-positioned but, for instance, thrown out of a plane or a moving car in the general disaster area.  

Seed nodes for emergency operation could be quite powerful, such as powerful mobile communication/computing/sensing hosts mounted on heavy all-terrain trucks or amphibious vehicles, or in parachute-dropped containers.   (For non-emergency applications, seed nodes could be arbitrarily lightweight.)

Once the seed becomes operational, its first task is to detect a set of “foreign” entities—devices, node clusters, networks, and other systems—which it deems useful. The detected entities are candidates for becoming “helpers” for the oppnet. Each such candidate helper (or simply a  candidate) has a potential to provide oppnet with some communication, computing, sensing, or other capabilities or resources. Candidate detection can be done by any means possible, both traditional and novel (cf. [GuAA05]). Oppnets can use satellite-based detection or radio-based detection (including detection of cellphone-equipped systems). It can search for systems in the disaster area using the range of Internet addresses, known as IP addresses, assigned to its own geographical area. (In larger areas, it is not difficult to do, with IP addresses hierarchically organized by location.) It can even use artificial intelligence techniques for visual detection of systems and appliances with embedded chips. For example, it can visually detect a car within the surveillance area of a helper that already joined the oppnet, read its license plate, check if the car is equipped with the OnStar system [OnSt05], and attempt to contact its embedded network if it is.

Candidates are evaluated by the oppnet, and the best ones are ordered or invited to join the oppnet. Invited candidates can either accept or refuse the invitation. However, in emergency life-or-death situations, candidates are ordered to join, and must agree to be conscripted in the spirit of citizens called to arms (or suffer the consequences of going AWOL—absent without leave). A candidate ordered to join still needs to ask for permission to join, since the need of the oppnet for helpers is, in general, very dynamic. The oppnet admits the candidates that it still needs at the moment of its admission decision.

It is important to note that by admitting helpers an oppnet can leverage all kinds of resources it needs that are available in its environment. Oppnet growth is a mechanism to obtain a lot of help at a very low cost. (The issue of incentives needed to convince helpers to join an inviting oppnet is very important in non-emergency oppnet applications. Since helping in emergencies is citizens’ duty and refusing help under such circumstances is penalized, emergency oppnets rely on orders. Therefore, the issue of helper incentives is not discussed in this proposal.)

	
[image: image2]

	Fig. 2 Expanded oppnet—an example


Foreign entities admitted into the oppnet become its full-fledged members, or helpers. By admitting candidates, the seed grows into an expanded oppnet For example, the expanded oppnet in Fig. 2 admitted the following candidates that became helpers: (a) a computer network, contacted via a wired Internet link; (b) a cellphone infrastructure (represented in Fig. 2 by the Cellphone Tower), contacted via Bluetooth-enabled oppnet’s cellphone peripheral; (c) a satellite, contacted via a direct link; (d) a home area network  (HAN), contacted via an intelligent appliance (e.g., a refrigerator) with a wireless link; (e) a microwave network, contacted via a microwave relay; (f) BANs (body area networks) on or within bodies of occupants of an overturned car, contacted via an OnStar™ network.

All helpers collaborate on realization of its oppnet’s goals. They can be deployed to execute all kinds of tasks even though, in general, they were not designed to become elements of an oppnet that invites them. A helper may be allowed by an oppnet manager to invite other systems.  The more helpers are allowed to invite foreign nodes the faster oppnet grows.

A.2.2. Oppnet Helpers

1) Potential Oppnets Helpers:     The set of helpers includes even entities not usually thought of as network nodes, both wired and wireless, free-standing and embedded. Even nodes with no sensing capabilities, such as networked mainframes from LANs or wireless-equipped processors embedded in cars, can significantly contribute to communication or processing capabilities of an oppnet. After all, any networked PC or embedded processor has some useful communication, processing, or sensing capabilities. For example, information about user’s presence or absence, her work habits and Internet access patterns can be collected by her desktop and her PDA; information about user’s location – by his cellphone (even one without GPS can be triangulated); and data about food consumed by user’s household – by a processor embedded in a refrigerator and RFID-equipped food packages and containers. 

2) Exploiting Helper Functionalities:     Working in the “disaster mode” might not require any new functionalities from the helpers. For instance, a public space surveillance network can be ordered by an oppnet to use its regular capabilities to search for images of human victims. As another example, in case of wildfire response operations, the weather sensornet that became an oppnet helper can be told to stop collecting precipitation data, and use the released resources to increase the sampling rates for temperature and wind direction. 

Oppnets can exploit even “hidden” helper functionalities, which is facilitated more and more by wider and wider use of multisensors. Suppose, that after a disaster an oppnet contacts an independent water supply infrastructure control sensornet. The sensornet is ordered to abandon its normal functions, and help in rescue and recovery operations by using its (so far unused or “hidden”) multisensor capabilities to sense vehicular movement and traffic jams (which is enabled by the sensornet location near road surfaces).

It is also possible that more powerful helpers could be reprogrammed on the fly. Also, oppnet nodes might be built with excess general-purpose communication, computation, storage, sensing, and other capabilities useful in case of unforeseen emergencies. E.g., excess sensing capabilities could be facilitated by the already mentioned multisensor devices that are becoming cheaper and cheaper as new kinds of sensors are being developed all the time (for example, novel biosensors for anthrax detection [IHRR02]).

3) Long-Term Helper Preparedness for Emergencies:     Long-term preparedness for unforeseen events is possible also for oppnets. The basic idea is to allow (and encourage) all kinds of communication, computing, sensing, etc. systems volunteer to become oppnet helpers well ahead of any time of emergency. Volunteers could sign up for oppnet reserves (like Army reserves) before any possible crises. They could be offered incentives (moral, monetary, etc.) to sign up. 

Once they become oppnet reserves, they would be „trained for active duty.” This would include installing facilities (such as standard oppnet protocols) that will make them easier to contact by oppnets whenever needed. Analogously like Army Reserves, they would be ready for active oppnet duty whenever needed. They would be easy to mobilize (by an oppnet’s order) should the need arise. (“Mobilization” would mean contacting the reservists, ordering them to join, and admitting and integrating them into an oppnet.)

A.2.3. Oppnet Deployments in Predicted and Actual Emergency Areas
A seed oppnet can be deployed in a predicted or an actual emergency area. In either case, the immediate goal of an oppnet after its deployment is to detect and contact any communication, computing, or sensor systems it can reach.

If deployed in a predicted disaster area, it should start its first expansion round right away (before the disaster), when it is still much easier to detect and contact helpers. By having expanded before the disaster, it will be able to grow more quickly after the disaster It can continue expansion even during the disaster. Obviously, the oppnet will be likely to suffer losses during such an event. It must adapt and keep on growing, so that it is ready to support emergency response operations as soon as they commence. 

For unpredictable emergencies (e.g., unexpected terrorist attacks, earthquakes), the seed can be deployed only after a disaster, without any preparations other than long-term preparations (discussed above). On the positive side, an oppnet deployed after a disaster will avoids any losses that the disaster would cause to it. On the negative side, it will have to start search for candidate helpers in a damaged or devastated environment.
The following scenario illustrates a possible use of an oppnet deployed in actual emergency area on the night right after an earthquake. (All helpers in the scenario are artificial entities, but some could interact with humans in their decision-making process to tap into human-level insight and intelligence). One of oppnet helpers, Helper 1—supervising  a network of day and night vision video security cameras—“looks” at a public area scene with many objects. The image is passed to another Helper 2—equipped with pattern recognition software—to analyzes it, and recognizes one of the objects as an overturned car. Helper 3—an image analysis specialist—is asked  to recognize license plate number of the car. Helper 4 uses the plate number to check in a vehicle database whether the car is equipped with the OnStar™ communication system. If it is, the appropriate OnStar center facility is contacted, becomes Helper 5, and obtains a connection with the OnStar device in the car. The OnStar device in the car becomes Helper 6 and contacts BANs (Body Area Network) on or within bodies of three car occupants via the OnStar infrastructure, which become Helpers 7-9. They send information to Helper 10, a medical analysis specialist ensuring that victims in the most serious condition are rescued sooner than the ones in a better shape. Helper 10 evaluates information obtained form all BAN helpers, including helpers 7-9. After finding out that two of the three car passengers are still alive but in a critical condition, Helper 10 notifies Helper 11, the rescue team dispatcher. Helper 11 dispatches a team of rescuers to car occupants. 

The only mildly futuristic aspect of the scenario is the use of BANs (but its precursors, such as the Lifeline medical alarm system, are already available). All other elements of the scenario are using well established technologies. 

A.3 Preliminary Work

This section summarizes the preliminary work already completed by our team.
A.3.1. Drop Readers for Seed Nodes

Seed nodes can use Drop Readers, a new product developed by our research team members from Cimulus Inc., the parent company of ERT (as of this writing, Drop Readers are not yet announced as products on the Cimulus Web site [Cimu06]). Drop Readers are self-contained, rugged units which collect data, including responder identification and location detail, on the scene of an emergency. They are constructed to be deployed quickly (simple on/off operation), to withstand harsh elements (waterproof, shock- and heat-resistant, etc.), reusable (rechargeable), and portable. The control software is written to be self-starting, meaning that when deployed, the program immediately attempts to establish wireless connections to other local Drop Readers, and/or an Internet connection via cellular or satellite modems. It also includes modules for measuring signal strength and reliability for wireless connections for the purpose of determining distance between the Drop Reader and other devices (tags, sensors, and other nodes).

Currently, the Drop Reader design has eight subcomponents: (1) active RFID tag reader and antenna, (2) GPS receiver, (3) controller running OnSite ERT Drop Reader control software, (4) wireless LAN card, (5) cellular and/or satellite modem, (6) active RFID tag with a unique ID, (7) self-contained power source (rechargeable batteries), and (8) other multisensors or sensor (altitude, temperature, etc), as appropriate.
The components are assembled together in a small, environmentally-resistant housing with an on/off switch and LEDs to indicate system status. It may also be equipped with belts/straps for quick attachment to an existing device, or to facilitate wearing/carrying by a responder. Drop readers can be quickly configured for use by a specific group of emergency workers, an agency, or event via a separate Command Software.  Active Drop Readers search for and connect to other Drop Readers via the LAN, and establish a connection to a remote Data Repository via their own internal modem or via another Drop Reader’s LAN link. Whenever a connection of a Drop Reader with the Data Repository is available, it continually reports all collected data.
A.3.2. Localization in Oppnets
In this section, we present our novel energy-efficient to localizations of the nodes of an ad hoc network with lightweight nodes, given locations of a small subset of nodes.

1) Localization and Its Challenges:     When a  helper joins an oppnet, the oppnet must localize the helper, that is find (at least estimate) its position. In general, localization is the process of determining the positions of nodes in an ad hoc network. More precisely, it can be defined as follows: Reconstructing the positions of all the nodes in an ad hoc network, given the distances between pairs of all nodes that are within some radius r of each other.

The localization problem is fundamental for ad hoc networks for the following reasons: (a) many protocols and applications for ad hoc networks simply assume that all nodes in the system are location-aware, (b) if a node is reporting a critical event or data, we must know the location of that node, and (c) if an oppnet is using a geographical routing technique, all of the nodes must be aware of their locations.

The most obvious solution to this localization problem is to simply equip every node with its own GPS device. This strategy might be feasible in some scenarios, but it suffers from several of the limitations of GPS (e.g., it does not work indoors or when the line-of-sight is blocked). The size, cost and power consumption of a GPS receiver are also factors that make it impractical to equip all nodes with this technology. Therefore, one must develop alternative low-cost and low-power solutions.

Most localization techniques consist of two phases. In the first phase, known as the ranging phase, we measure distances or angles between known points and an object (a node) to be located. In the second phase, known as the localization phase, we combine these distance or angle measurements to produce the location of the object.

Additional challenges complicate devising localization techniques that can accommodate lightweight nodes. First, localization is tougher if exact distances between pairs of ad hoc nodes are not known. This often is the situation in practice, since finding exact distances costs too much energy. Second, ad hoc networks can have higher failure rates, and can include lightweight nodes with limited resources—such as energy and computing power.

These challenges exist in oppnets as well. First, since their lightweight oppnet nodes cannot spend too much energy for precise distance measurements, the perfect knowledge of pairwise node distances cannot be assumed. Second, oppnets include a wide variety of nodes, from the most reliable and most powerful ones (e.g. heavyweight seed nodes in EPR oppnets) to the least reliable and least powerful ones (e.g., lightweight sensornet nodes that are oppnet helpers).

Localization has attracted much attention in recent years [HiBo01]. The current landscape of localization sensing systems is filled with a variety of technologies. The most popular system, GPS [EnMi99], uses radio time-of-flight lateration via satellites. Most of the localization systems rely on known positions or distances in the localization or calibration process. They rely on an a priori infrastructure. This leads to two problems: (a) they do not scale well to a large topology, and (b) it is very difficult to do location sensing in an ad-hoc manner.

Providing robust energy-efficient localization services remains a fundamental research challenge facing the entire ad hoc network development community [SOPH04]. Several iterative localization approaches employing distributed computations over sensor nodes have been proposed in the literature. Examples include AHLoS (Ad-Hoc Localization System) [SaHS01], ABC [SaRB01], TERRAIN [SaRL02], and the solution proposed by Meguerdichian et al. [MSKP01]. We cannot adapt any of these solution for oppnets with lightweight nodes for the following reasons. AHLoS comes with a substantial cost in CPU power, energy consumption, and hardware circuitry. The remining example solutions include iterative refinement phase that causes excessive energy consumption by  demanding that every node continuously broadcasts its location.

2) Our LESS Approach:     Our novel power-efficient approach, named LESS (Localization using Evolution Strategies in Sensornets) was originally developed for sensornets [TGKG05, Terw06] but it can be easily adapted to oppnets, or other ad hoc networks with lightweight helpers. LESS estimates locations of all nodes in a wireless ad hoc network given the locations of a small subset of its nodes. It is independent of the ranging method used to estimate distances between nodes, and places most of computation burden on more powerful sink nodes (that receive input from many lightweight nodes).

The localization problem has been shown to be NP-hard, even when distances between nodes are known exactly [AsGY04]. Thus, heuristic techniques must be used to solve the problem in polynomial time. Evolution strategies [Back93, Foge95] are heuristic techniques that have been successfully used to solve difficult optimization problems. We selected them for LESS. Evolution strategies are based upon the principles of natural selection (due to mutation of genetic material) underlying evolution. To the best of our knowledge, we were the first to use evolution strategies for node localization in wireless sensornets.

The following are the salient features of LESS: (a) only one neighbor is needed for each node (compared to three neighbors in the existing techniques), (b) less power is consumed for localization at lightweight nodes, (c) powerful optimization, based on evolution strategies, is used for localization, and (d) more powerful sink nodes are used for the bulk of computations.

Location discovery in LESS focuses on saving energy. After establishing neighbor-distance estimates in the ranging phase and forwarding these data to a sink, no further communications by the participating nodes are necessary. By removing communications, the lifetime of especially lightweight nodes increase. 

LESS estimates the locations of all N nodes in an ad hoc network given the positions of a small subset of these nodes, called anchors. It assumes that a node can estimate the distance between itself and each of its neighbors. Although more accurate ranging techniques will produce smaller localization errors, LESS is not dependent on any one ranging technique. In oppnets, seed nodes are the initial anchors (if implemented as heavyweight or medium-weight nodes, energy constraints are not critical for them). In each localization, after a new round of admitting helpers, nodes already localized in the expanded oppnet are anchors for the new helpers not yet localized. Some of these anchors will be lightweight (e.g., if the anchor is a sensor node that is a helper) and here the energy conservation features of LESS become critical.

Initial anchor nodes are either physically placed at known positions, or they are equipped with a positioning technology such as GPS. For simplicity, LESS assumes: (1) signals are omni-directional and symmetric, (2) all nodes have the same radio transmission range, and (3) every node has at least one neighbor. The latter is significant: in many localization techniques  three or more neighbors are required.

3) Observations and Conclusions:     We have performed extensive performance and comparison studies of the LESS system [TGKG05]. The localization accuracy produced by the LESS system is quite comparable to that achieved in [SaRB01, SaRL02, MSKP01], with much lower energy consumption in LESS. Compared to others, LESS saves even more energy in dynamic situations (with helpers joining or leaving oppnet) power consumption is further magnified each time the localization process is repeated after a node is added to or removed from the network. 

Energy savings in LESS occur when they are need most: at the lightweight nodes. After the initial ranging phase in LESS, the nodes simply send their neighbor-distance estimates to a much more powerful sink for localization. The lightweight nodes perform no further computations or communication operations. In contrast, in other localization algorithms each lightweight node spends precious energy by performing both communication and computations during multiple algorithm iterations.

Although LESS uses less energy per sensor node, it centralizes most of localization computations on the sink. This can reduce scalability of LESS. One might argue that a centralized approach like LESS will cause unnecessary traffic or congestion near the sink. However, in many cases it may be necessary for the sink to be aware of all the node positions. Therefore, this traffic will be necessary no matter which technique is used for localization. One example of the sink needing all node positions in an oppnet is oppnet management software in which it is necessary to monitor the status of the oppnet to make sure the required coverage is provided across the entire oppnet deployment area.

Distributed self-positioning techniques can be considered as an alternative to LESS for large ad hoc networks. LESS was more accurate than the distributed approach with a network size of 200 sensors. The main drawback of using LESS for larger networks is the time to perform the localization. LESS took approximately 11 minutes to localize a 200-node ad hoc network. When employing LESS for large-scale oppnets, one could apply distributed processing by using multiple sinks. They would provide localization information to individual clusters, sequentially or simultaneously. Then, LESS could combine the solutions. We are working on this extension to a hierarchical approach in order to make LESS highly scalable.

A.3.3. Implementation of a Laptop—Cellphone Communication Application

As the first step in our prototype development, we have implemented a simple application of a laptop—cellphone communication using the Bluetooth technology. We summarize here our two-part implementation of communications between a laptop and a Bluetooth-enabled device.
1) Laptop Application for Detection of Bluetooth Devices:   This was our first test in the development of a laptop application for detection of Bluetooth devices. The application lists all such devices that are within the Bluetooth range of the laptop. User can select the device to connect to, and send a message to it. 

The required elements and their used implementations were: (1) Bluetooth Protocol Stack – we used Atinav Avelink Bluetooth Stack [Atin06], (2) Bluetooth USB Dongle – we enabled laptop with Bluetooth hardware, and (3) Bluetooth-enabled cellphone – we used two cellphones: Motorola RAZR  and Nokia 6600 (more powerful, with Symbian Operating System). Our Java application, like every Bluetooth application, contains the six basic components: stack initialization; device management, device discovery, service discovery, service registration, and communication. They are implemented, among others, via Atinav Avelink Bluetooth Stack, LocalDevice and RemoteDevice APIs, DiscoveryListener interface, servicesDiscovered method, using a Unique Universal Identifier (UUID) for the profile that best represents the service sought.

We made an important observation. We hoped that we’ll find cases when a connection between an oppnet and a device is possible without any a priori setup on the candidate helper, in an entirely ad hoc way. We found such a case in our very first test case, since no additional software was installed on the phone to obtain the connection described here.

2) Connection from Bluetooth-Enabled Device to Laptop:   For our second application development test case, we chose developing an application to create a connection from a Bluetooth-enabled device—which also supports wireless communication via Ethernet—to the laptop.
The required elements and their used implementations were: (1) MIDlets for resource-constrained machines – we used J2ME (Micro Edition) for cellphones and Mobile Information Device Profile, and (2) cellphone with internet access – we used T-mobile t-zones service.

We acquired IP address of the machine running the Java application that was acting as the server.  This IP address was used in the MIDlet to create a Socket connection between the cellphone and the machine through the wireless internet protocol. The cell phone was simulated in in Ktoolbar (a J2ME simulator) and created an ssh connection to another machine in our lab.

A.3.4. Development of the Oppnet Paradigm and Identification of Technical Challenges 

Our preliminary work that should be finally mentioned includes developing the oppnet paradigm and framework (discussed in Section A.2), and identification of technical challenges (presented in Section A.4 immediately below).

A.4 Technical Challenges 

Challenge 1:   Privacy in oppnets.
The proposed opportunistic network technology is one of possible approaches for moving towards the ultimate goal of pervasive computing. Since huge privacy risks are associated with all pervasive computing approaches, oppnets—being one of such approaches—must face significant privacy perils.

We very clearly recognize the crucial issue of privacy in oppnets (as well as in all other pervasive computing approaches). Privacy guarantees, are indispensable for realization of the promise of pervasive computing. There is no inherent reason why an oppnet would need to enslave the device asked to help it, exploiting its sensitive resources. There is no inherent reason why the helper device would need to disclose all such resources to the oppnet. In the simplest solution, the candidate helper will keep its private data in a secure vault (e.g., enciphered in its storage) before agreeing to join an oppnet that asked for help. In case of an involuntary conscription (in an emergency situation), the oppnet will allow the candidate helper to save private data in helper’s own vault before mustering it. 

Other solution we consider will rely on a strict separation of private and public areas within the helper device or network. This will ensure that a benevolent oppnet will never (even when it malfunctions) attempt to capture helper’s private data. It will also provide protection against malevolent oppnets that might attack privacy of other devices or networks pretending they need them as their helpers.

Still other techniques—proposed in [Lili03]—include: (a) protecting privacy of entities (incl. helpers) under oppnet surveillance by, e.g., assuring their anonymity; (b) providing algorithms for detecting malevolent oppnet, which masquerade as benevolent oppnets in order to attack prospective helpers (detection will deny them opportunity to compromise privacy of helpers); and (c) developing methods to protect oppnets against all kinds of privacy attacks, and to disable malicious uses of oppnets for privacy attacks.

Some relaxation of the strictest privacy protection standards might be permissible in emergency situation, especially in life-and-death situations. For example, a victim searching for help will probably not object to an oppnet taking over her Body Area Network (BAN), controlling devices on and within her body. We will consider exploring this possibility with a full concern for legal and ethical issues involved. If we do, we will follow two assumptions: (1) an entity should give up only as much privacy as is indispensable for becoming a helper for an oppnet; and (2) an entity’s privacy disclosure should be proportional to the benefits expected for the entity or to a broader common good. The latter is especially important in emergencies, when the goals like saving a life of one person takes precedence over the comfort of another.

Our earlier work on privacy includes a solution for privacy-preserving data dissemination [LiBh06], which we might adapt to improve the oppnet-helper relationships.

Finally, we need to note that privacy (and security) in pervasive computing is a very active investigation area. We can use many other privacy solutions conceived by other researchers working on networks and, in general, on pervasive computing. As an example, we can point to the most recent International Workshop on Research Challenges in Security and Privacy for Mobile and Wireless Networks, sponsored by the National Science Foundation [WSPW06].

Challenge 2:   Developing a formal model of the seed oppnets and expanded oppnets.

Models of seed and expanded oppnets are needed, able to exploit idiosyncrasies inherent in oppnets while addressing the otherwise typical issues of self-organization and reorganization, localization, and aggregation [IyBr03]. In contrast, issues related to detection and employment of helpers are entirely new. 

New oppnet tasks require defining and formalizing additional functional primitives, including primitives needed to detect, invite, and admit helpers, to offload tasks to helpers, to coordinate these distributed tasks, to aggregate their results, and—if necessary—to dismiss any helper that may be suspected of being malicious or no longer beneficial to the oppnet or has simply expired. Primitives to allow helpers to join or to quit are needed as well (since these are helpers’ decisions: they are volunteers, not slaves).

An oppnet adapts to the phenomena and the region it monitors, and the model must allow for this. As the region of interest changes or the required monitoring level changes (due, say, to the severity of a damage in the monitored area), the oppnet can reconfigure, adapting its scope and its sensing power to its goals.

Other reasons for oppnet reconfiguration include the need to maintain connectivity. Therefore, not only the initial growth from the seed, but also growing or shrinking of an oppnet due to its adaptive response will utilize the above primitives.

Challenge 3:   Optimizing the seed oppnet infrastructure.
Measures and criteria for optimization of oppnets in their deployment environments are needed. They must allow quantitative specification of at least communication, computational, sensing,  and energy resources. Measures and criteria should enable optimization of oppnet size and of the quality of its localization.

Once such measures and criteria are defined, researchers need to provide techniques for optimization of oppnets as required to most successfully achieve oppnet goals (for example, determining optimal oppnet sizes and optimal locations of the oppnet seed nodes). The techniques might be defined in the probabilistic terms if an oppnet is deployed without precise positioning—for example, when dispersed from the air.

In addition to the optimal configuration, researchers need to characterize the minimal seed oppnet configuration that assures a credible execution of oppnet tasks (e.g., the minimal size of the seed oppnet and the minimal required seed node capabilities). Node capabilities are to be defined at least in terms of their communication, computational, sensing, and energy resources.

Challenge 4:   Developing methods for detecting nearby communication, computing, and sensing facilities by an oppnet.

Researchers must devise efficient algorithms for detection of potential helpers, whether they are individual nodes, node clusters and even entire networks.  Current solutions for detection of neighboring nodes in sensornets use a single technology – based on GPS, radio, ultrasound, IP address, or cellular network. Oppnets should detect any useful systems available in their neighborhood. To the best of our knowledge, there are no solutions, which fuse the localization data obtained by all diverse technologies in a way that would satisfy the needs of oppnets. Thus, there is a strong need to develop such integrated solutions.

Challenge 4.1:   Designing an integrated medium of communication.
This challenge is logically a subset of the preceding one (this is indicated by using a two-part numbering for it) but, due to its importance and effort required, warrants to be listed separately.
 

Providing means of communications between an oppnet and all potential helper systems is a significant problem. Each of these systems may have distinct and disjoint media of communication, with unique protocols for information transfer. It may be as complex as 802.11b, or as simplistic as communicating binary values of motion or no_motion coming from a motion sensor. 

An oppnet should be able to detect and contact potential helpers, and then communicate with them over their preferred medium and with their preferred protocols. Suh an approach is similar to a multi‑agent system [Flor03], where agents try to collaborate to achieve a common goal. However, oppnets cannot use a common language or protocol or format for communications. oppnets do not share an ontology with all potential helpers, so a standard protocol would need to be developed enabling a shared ontology. 

Utilizing the emergency communication channels should be considered. In particular, we should investigate whether oppnet rescue and recovery operations should be segregated from other emergency control and monitoring tasks, and whether oppnets should switch between modes when directed by the operations command center. This interaction with the operations command center or the base station requires interactive communication interface between the command center and the oppnet, which implies the need for intricate protocols and the associated device drivers. This interface can also be used when guidance is required for collaborative decisions, or to incorporate feedback. Also, this will give more control to oppnet administrators for purposes including modification of tasks for helpers, setting up node privileges, or dealing with security breaches. 

Challenge 5:   Designing methods for inviting candidate systems, and methods for controlling systems that joined. 

Researchers must design protocols for inviting and admitting candidate systems to oppnets.  First, they need to develop algorithms to determine which candidates from the pool of available ones to invite. To this end,  systems useful for oppnets must be prioritized based on their capabilities and functionalities. The potential helpers should be evaluated at least in terms of their communication, computational, sensing, and energy resources. The priorities could determine the order in which oppnets will invite different classes of devices to join. For example, an oppnet may decide that inviting communication systems (such as providers of WiFi spots or cellular infrastructures) is the highest priority, since they extend oppnet coverage considerably. 

A prioritization scheme enables oppnets to encompass a systematic approach to inviting helpers. In a simple case, oppnet starts with a search for communication systems, then moves to systems with critical processing abilities, finally to sensing systems. In a more complex case, oppnet starts with a search for a system with communication capabilities characterized by a measure C1 with the value at least equal to c1, and with sensing capabilities characterized by a measure S2 with the value at least equal to s2.

Once a prioritization scheme is available, researchers will be able to develop algorithms and protocols for finding which systems from the identified pool of available ones to invite. Priorities will show which candidates can help, and which ones can help more than others.  (It should be noticed that even a very primitive device can help. For example, a position of a simple light switch in an office can “sense” a presence of a person:  the “off” position means with some probability that the occupant of the office is absent.) The algorithms might select candidates to assure the best area and functional coverage with a minimal number of invited systems, or with a certain degree of coverage redundancy for fault tolerance.
Whenever possible, oppnet algorithms should perform a priori evaluation of trustworthiness of helper candidates, to avoid inviting unreliable or malicious ones.

Customized protocols for inviting selected systems to join an oppnet are needed. Their design should be preceded by investigation of usefulness of existing protocols for contacting and inviting other systems by oppnets. Researchers should consider use of incentives to encourage systems reluctant to join. They might also consider use of penalties for systems that refuse to join in life-or-death situations. 

In the future, lightweight facilities to answer to invitations from oppnets could become a standard portion of any operating system on any desktop, laptop, handheld, or embedded device. 

Challenge 6:   Developing methods for deciding which tasks should be “offloaded” by oppnet to its helpers, and techniques for coordinating these tasks by oppnet. 

Oppnet tasks need be classified according to their suitability for offloading to a “helper” system. A special consideration must be given to identifying and exploiting idiosyncrasies of basic tasks in oppnets. This means finding out whether they are different and how different from the basic tasks in non-opportunistic (regular) sensornets (such basic tasks include self-organization, reorganization, localization of neighboring nodes, and aggregation [IyBr03]).

All systems that join the oppnet become its helpers and collaborate on realization of its goals. Oppnet must be aware that different helpers might be better suited for different jobs.  Helper should be classified w.r.t. their capabilities for completing different classes of tasks to be offloaded. For example, some of them can perform computationally intensive operations very well, while others can store information efficiently and reliably.  Special consideration must be given to identifying and exploiting characteristics of the tasks that will ensure the best use of the capabilities of helpers.

Some helpers may be more privileged than others. The privileges are determined based on the level of trust established between the seed oppnet and helpers. For example, only most trusted helpers may be permitted by the seed oppnet to contact and invite other systems to join. 

Protocols for offloading the tasks to helpers and controlling their execution must be devised. Helpers should probably be allowed to maintain their low‑level control, while assuring the high-level supervision and decision-making by oppnets. Again, special consideration must be given to identifying and exploiting idiosyncrasies of the typical oppnet tasks.

Due to their computing needs, aggregation tasks are a special category of tasks for offloading. To be effective, oppnet algorithms must be able to identify information that needs to be aggregated, efficient aggregating techniques, and appropriate helpers able to use these techniques for these data. The algorithms must recognize data that needs preprocessing before it can yield useful information—such as image rectification, enhancement and classification, and identify helpers capable of handling such procedures. 

The algorithms must also consider scenarios where helpers as powerful as needed do not exist in the oppnet. Finding new helpers might be necessary. If new helpers can not be found quickly enough, a decision must be made what to do with overwhelming information that can not be aggregated. For example, the oppnet algorithms must decide between two options: (a) immediately relaying information to the oppnet’s controller —which is a significant communication effort; and (b) immediately applying restricted data mining techniques to it—which is still a significant computation effort. 

Challenge 7: Proposing ways of managing oppnets, including control of security and privacy problems in oppnets.

Management algorithms for controlling oppnet nodes are needed, including algorithms for identifying suspicious or inefficient members of an oppnet, and dismissing them when necessary (even members of the original seed oppnet can be dismissed).

Researchers should provide methods to protect oppnets and to disable their malicious uses. This might be done by planting spies in suspicious networks, as well as by using the honeypot approach [Ches02]. Malevolent oppnets, which can either hide their malicious activities, or masquerade as benevolent oppnets, must also be considered. Algorithms for their detection and uncovering of their real goals are needed.

Privacy of entities that are under oppnet surveillance must be protected, for example, by assuring their anonymity or pseudonymity.

Once the goals of an oppnet are and its activity is no longer needed, it releases its helpers and contacted candidates. Furthermore, the released systems should be able to quickly return to their normal operations, without any unwelcome residue from the tasks performed as helpers in an oppnet. 

Challenge 8: Analyzing performance of oppnet algorithms and protocols for localization, invitation, task offloading and coordination.

Metrics for evaluating efficiency and effectiveness of the above-mentioned oppnet algorithms and protocols are needed.  In addition to the metrics, researchers need to develop methods and guidelines for carrying out theoretical analyses, simulations, testbed experiments, etc.

A.5 Research  and Development Tasks

All R&D tasks will be driven by and subordinate to the Project Task Timeline and the schedule for  deliverables (cf. the PROJECT MILESTONES section).

Task 1:     Developing methods for detecting candidate helpers by oppnets.

· Propose algorithms for efficient detection and localization of candidate nodes, clusters, or networks.

· Develop algorithms and protocols to identify which of the localized systems can help, and which can better than others.  (Even very primitive device can help. For example, a simple light switch can “sense” presence of a person with some probability: a dark office means that its occupant is absent.)

· Determine the priorities for attempting contacts with different classes of devices. For example, when searching for a contact with systems to invite start with communication facilities (such as cellphone infrastructure, WiFi hot spots).

· Provide protocols for detecting and localizing various classes of potentially collaborative nodes (“invitee nodes”). Classes of the nodes include wireless and wired nodes, as well as embedded and “independent” devices. Evolutionary and approximate localization strategies will be proposed.

Task 2:     Designing methods for evaluating, and inviting candidate systems by oppnets. 

· Develop candidate evaluation algorithms to determine which candidates from the pool of available ones to invite. Whenever possible, they should perform a priori evaluation of  trustworthiness of candidates, to avoid inviting unreliable or malicious ones. The algorithm might select candidates to  assure the best area and functional coverage with a minimal number of invited systems, or with a certain degree of coverage redundancy for fault tolerance.
· Investigate existing protocols to rate their ease of use by oppnet for contacting and inviting other systems. Design customized protocols for inviting selected systems to join oppnets. Consider using incentives to encourage systems reluctant to join. 

· Develop software that can become a standard portion of any operating system on any desktop, laptop, handheld, or embedded device, enabling the device to be easily invited and admitted by an oppnet.

Task 3:     Designing methods for admitting and integrating helpers by oppnets. 

· Propose management algorithms for admitting helper candidates that wish to join the oppnet

· Algorithms to effectively and efficiently integrate resources of helpers.

· Identifying suspicious or inefficient members of the oppnet, and firing them when necessary (even members of the original seed oppnet can be fired).

Task 4:     Developing methods for deciding which tasks should be “offloaded” by oppnets to its helpers, and techniques for controlling and coordinating these tasks by oppnets. 

· Classify oppnet tasks according to their suitability for offloading to a “helper” system. A special consideration must be given to identifying and exploiting idiosyncrasies of basic tasks in oppnets. 

· Propose protocols that allow to execute offloaded tasks by helpers, allowing helpers to maintain their low-level control, while assuring the high-level supervision and decision-making by oppnets. Special consideration must be given to identifying and exploiting idiosyncrasies of basic tasks in oppnets.

Task 5:     Proposing ways of controlling  privacy and security problems in oppnets.

· Develop methods to protect oppnets, and to disable malicious uses of oppnets. This might be done by planting spies in adversary networks as well as by using the honeypot technologies [Ches02].

· Devise techniques for protecting helper privacy, e.g., by assuring their anonymity or  pseudonymity.

· Provide algorithms for detecting malevolent oppnets, which can either hide their sensing activities, or masquerade as benevolent oppnets. Detection leads to uncovering  real goals of these oppnets.

Task 6:    Analyzing performance of oppnet algorithms and protocols, especially for detection, invitation, integration, and task offloading and coordination.

· Develop metrics for evaluating efficiency and effectiveness of these oppnet algorithms and protocols.

· Carry out theoretical and simulation performance analyses.

Task 7:     Building a prototype opportunistic network, and experimenting with it.

· Build the prototype with the major help from a Ph.D. student. Graduate and undergraduate students working on M.S. projects, individual term projects, and in our classes will contribute to this effort.

The prototype uses Crossbow MICA-2 microsensor devices [MICA03] from WiSe lab, Drop Readers from Cimulus, and several devices from IRIS. It will be used for experiments with proposed solutions for localization, invitations, task offloading and coordination, as well as security and privacy. The experiment will be initially conducted at WiSe lab that is housed in the high-tech building equipped with many sensors (including motion and temperature sensors) and many computing and communication systems. Later, the experiments will be conducted at both IRIS and Cimulus to exploit various devices that can be used to play the roles of potential helper systems for the prototype oppnet.

· Experimentation will deal with evaluation of algorithms and protocols for oppnets.

We will run more dangerous experiments related to testing privacy and security solutions on the Deter testbed [DETE06] at Information Sciences Institute of the University of Southern California. Deter was designed as a safe place for testing security-related solutions that could be dangerous if tested in other environments.

A.6 Technical and Educational Significance of the Proposed Project

1) Technology:     The proposed project will advance the state-of-the-art in several areas, including ad-hoc and sensor networks, computer privacy and security, and pervasive computing. The most important impact will be to harness existing capabilities of networks already embedded in a variety of systems, in particular, to aid the first responders. The successful completion of the project will greatly influence the transport and routing layers of network, giving the research scholars immense data and significant results to push the network applications in an entirely new direction: one which yields effective and useful services rather than simply focusing on making them more efficient.
2) Education:     Different oppnet project tasks will assure advanced hands-on professional development at all levels: from undergraduates to M.S. students to Ph.D. students to postdoctoral associates to faculty to design engineers.  We will recruit more minority and female team members at all levels. Already one minority woman Ph.D. student is being trained. In this way, the project will help to enlarge the pool of scientific and engineering talent with a deep understanding of homeland security, communication and network issues.

A broad spectrum of undergraduates and graduates will be exposed to the oppnet project through course enhancements, course projects, and seminar presentations. We will make the prototype, tools, and data publicly available, especially for other educational institutions.
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…
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…
D. Ability of the Project to Leverage Additional Funding 
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