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Abstract

Existing wireless networks usually provide multiplata transmission rates. This paper presents a
simulation study on the performance of multipleeratobile ad hoc networks (MANETS), based on an
evolved ns-2 simulator. At the physical layer, @&l models such as Walfisch-lkagami radio
propagation model and lognormal fading are implae@nAt the link layer, a link adaptation
algorithm is implemented to select an appropriaia dransmission rate based on the receiving signal
to-noise ratio. At transport and application layafifferent data traffics, including constant tate,
TCP, voice over IP, and video, are generated. Myghe network performance such as throughput,
delivery ratio, and end-to-end delay when positiased routing is used. We also study how node
mobility and position error affect the performantre.addition, we investigate the impact of the link
distance, namely the geographic distance for a tlphe end-to-end network throughput. This work
is a comprehensive simulation study on the imp&agadous factors on the performance of MANETS.

It also provides guidelines for future protocol aigorithm design.
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1 INTRODUCTION

Mobile ad hoc networks (MANETS) have been widelydstd in the literature [1-3]. Due to the
nature of self-organization, the dynamic topologysed by mobility and transmission power control,
and the multiple-hop routing in MANETS, it is difilt to build a complete analytical model to study
the network performance. On the other hand, atesibed is expensive. Therefore, the simulation
study of MANETSs is important. Different simulatidwols, such as ns-2 [4] with CMU monarch
extension [5], GloMoSim [6] and its commercial sessor QualNet [7], OPNET [8], and SWANS [9],
have been developed for MANET evaluation. The satioih study presented in this paper is based on

ns-2 because it is open source and is widely usbdth academia and industry.
In summary, ns-2 has following features:

1) For radio propagation, the Friss-space modeked for short distances and the approximated
two-ray-ground model is used for long distancese Whadowing model [21] is employed to
characterize the probabilistic multiple path fadithgring radio propagation. There are some other

extensions to ns-2, for example, Ricean fading ] accurate physical layer modeling [23].

2) At MAC layer, the IEEE 802.11 distributed coaraiion function (DCF) [10] is implemented,
including Request-to-Send (RTS) / Clear-to-Send SICT DATA / ACK four-way handshake for

unicasting packets.

3) At network layer, major ad hoc routing proto¢asch as Destination Sequence Distance Vector
(DSDV) [11], Ad hoc On-demand Distance Vector (AOO¥2], and Dynamic Source Routing (DSR)

[13], are implemented.

4) At transport and application layers, random emtions of Constant Bit Rate (CBR) and TCP

data traffics can be generated by a traffic-scergenerator.



5) The random way-point mobility model is developethich is specified by the maximum speed

of movements, the pause time between movementghardirection of the movements.

Previous simulation studies on MANETs mainly foais@ routing protocols and their scalability
issues ([7, 9]). In this paper, however, we ingzde the impacts of different factors at differkayers
on the system performance. It is noted that the Qmidharch extension to ns-2 models the Lucent
Wavelan card at a fixed data rate [5]. But we wiNestigate the performance of a multiple-rate
MANET supported by current IEEE 802.11 standarg®c8ically, we explore the data delivery ratio,
throughput, transmission delay, and hop count MANET with multiple data transmission rates

available at the physical layer.

To conduct the above-mentioned simulation studiesextend the current ns-2 in the following

ways:

1) A more realistic urban area radio propagatiordehoalong with lognormal fading model, is

implemented.

2) To efficiently utilize the network bandwidth,rate control algorithm is developed in the link
layer so that a sender can select the highestadaitransmission rate based on the receiving 8igna

Noise-Ratio (SNR).

3) In addition to CBR and TCP data traffics, Vomeer IP (VolP) and streaming video traffic

models are developed at application layer.

4) A position-based routing protocol GPSR [17] esveloped, because it has been proven to
achieve the highest throughput among the existthhac protocols. Therefore, the performance in a
network that uses position-based routing protocah ®e regarded as an upper bound for the

performance of MANETS.



Accordingly, the major experiments we have condiiatehis study are listed as follows.

1) When multiple data rates are available, we eranthe network performance improvement
when rate control algorithm is applied to the llaiker. We study different Network Allocation Vector

(NAV) estimation algorithms, and evaluate the intpzEccarries sense threshold.

2) The smaller hop count for a route implies larfygk distance in each hop and consequently
lower available link data rate. Therefore, routethwninimum hop counts (i.e., largest link distance
may not lead to the best end-to-end routing perfmee. We compare network performance where
routes are determined under different link distarespuirements and try to discover the relationship

between the link distance and the end-to-end thpug

3) Other than CBR data traffic, we examine the ggenince of MANET when TCP data traffic

and real-time data traffics such as voice and vatecapplied to the transport and application layer

4) Mobility is one of the major factors that affatie MANET performance. In position-based
routing, position accuracy determines whether tberect routes are selected. Experiments are

conducted when nodes are moving at different speedsder different position errors.

The rest of the paper is organized as follows. iGedi details the extension to ns-2 and the
simulation scenario. Section Ill presents the satioh results for the link adaptation in MANETS,
along with implementation details. Section IV expt® the impact of link distance on the end-to-end
throughput of multiple-rate MANETS. Performancetioé systems involving various traffic patterns is
studied in section V. The impact of position eraoid moving speed is studied in section VI. Section

VII concludes the paper.



2 SIMULATION SETUP

2.1 Radio Propagation Model

The Walfisch-lkegami model [14] is adopted to apprate the radio propagation between
isotropic antennas. It shows a good fit to the @t measured in urban environments and it is
regarded as one of the most accurate empirical imddethe outdoor radio propagation. It has been
recently used in the study of mobile wireless neksd28, 29]. In contrast to only considering & fla
area in the traditional two-ray-ground model, thalffdch-lkegami model considers the effect due to
streets and buildings between the transmitter aedréceiver. We have implemented the Walfisch-
Ikegami model at the physical layer in ns-2. Someameters for the model are listed in Table 1. They
characterize the distance between buildings, therage heights of the building, transmitter and

receiver, the transmission frequency, and so oa.dltails of the model are given in the Appendix.

Table 1. Parametersfor Walfisch-1kagami model

Description Parameter Typical value
Width of the street that separates buildings w 25m
Distance between buildings b 150 m
Average building height Nroof 30m
Transmitter height and receiver height h; andh, 1-50m
Distance between transmitter and receiver d 20 - 5000 m
Propagation angle between the radio path and street ¢ 55 degrees
Transmission frequency f 2.4 GHz

Current implementation of ns-2 does not considergacket loss and channel fading during radio

propagation. We add a packet loss model in ns-Zhvimcludes the lognormal fading [21]. The



lognormal fading has a standard deviation of 6 dB &40 dB corresponding to suburban and urban

environments, respectively, and a correlation ¢ciefit of 0.5.
2.2 Link Adaptation

Since multiple data transmission rates are avalabmany wireless communication systems, how
to select an appropriate data rate is an integgstisearch topic. There have been many resultmlon |
adaptation at link layer to choose the data trassiom rate at physical layer. [24] theoretically
analyzed the effect of link adaptation on IEEE 8022. WLAN. They chose sender based algorithm in
which the transmitter decides which rate to usesthamn the wireless channel condition around the
sender. But the sender based approach cannot ¢eeuthiat the receiver can successfully receive the
packet because the transmitter does not know theorle condition at the receiver’'s side. Some
control packets can be exchanged between the titd@siend the receiver to learn the information at
both ends of the transmission link, but this introels too much overhead and has to modify the durren
standard. So many new link adaptation schemes asedbon the receiver. [25], [26], and [27]
proposed the link adaptation algorithms conductethb receiver in IEEE 802.11 WLAN, GPRS, and
HiperLAN/2, respectively. In this paper, we implema receiver based link adaptation algorithm [15]
to decide the data transmission rate. Upon recgithe RTS, the receiver makes estimation of SNR
and selects an appropriate data rate accordinglite . We adopt IEEE 802.11g standard [16] which
provides multiple data rates by various Extendetd R&lY (ERP) modulation modes at physical layer.
The information about the selected rate is inseidedTS and sent back to the sender. The sender wil
use this rate for the following data transmissi@iS and CTS packets themselves are transmitted at
the basic data rate of 1 Mb/s. This scheme is implged as an extension to the standard channel

access mechanism provided by ns-2.



Table 2. Datarate selection

R (dB) Data rate (Mb/s) Modulation mode
> 30 48
26 — 30 36 ERP-OFDM
21 -26 24
18-21 11 ERP-CCK
16 - 18 5.5
14 -16 2 ERP-DSSS
11-14 1
<11 Packet loss

One problem with the above rate selection schentaisit is impossible for the sender to include
the precise transmission duration time in RTS, wh&required by the IEEE 802.11 standard [10].
This is because that, at this moment, the sendes dot know exactly what data rate will be used. Ye
the duration time determines NAV, which plays ampamant role for better CSMA-CA performance.

We propose several ways to determine NAV, which balexplained and tested in the next section.
2.3 Position-Based Routing

The routing protocols have been the major topiprelvious study on MANETS, but in this paper
we are more interested in the performance duehier aystem components. To reduce the effect due to
a particular routing protocol, we implemented aifi@ms-based protocol [17] which assumes that the
position information of each mobile node is avdiato that the routing decision is only based @n th

positions of source, destination and neighbor nodes



2.4 VolP and Video Data Traffic

For VoIP data traffic, the constant rate data flaith an interval of 20 ms between any two
consecutive data packets is used. The packet si26 bytes. For video data traffic, MPEG-4 video
trace data is obtained from a 60-minute mdheJurassic Park, which is publicly available for the
test of video transmission [18], especially forel@&ss networks [19]. A video data traffic generagor
developed so that the trace data are fragmentdédangiven packet unit size and transmitted at argiv

frame rate. Some important parameters for videa tlaffic are given in Table 3.

Table 3. Parametersfor video data traffic

Parameter Value

Resolution QCIF 176 x 144
Frame rate 25 frames/sec
Frame sequence IBBEPBBPBBPBB

Compression ratio YUV: 49.96

Video run time 3.6e+6 msec
Min frame size 26 bytes
Max frame size 8154 bytes

2.5 Network Scenario

Without other specification, the ad hoc networldstd in this paper involves 100 nodes uniformly
distributed in a square area of 1000 m x 1000 nchEeode moves within the area, with a random
direction and a random velocity uniformly distribdtbetween 0 and a maximum value of 10m/s.
When data is transmitted at 1 Mb/s, i.e., the bdata rate, a receiver can successfully receiveldke
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when it is as far as 250 m away from the sendaraKmnnection between a source and a destination,

the default data traffic is CBR with four packets pecond and 512 bytes per packet.

3 SIMULATION ON LINK ADAPTATION

In this section, we first show the performance ioy@ment when data rate control algorithm is

applied in the link layer. Then two implementatissues related to NAV and carrier sense threshold

are addressed in details.
3.1 Performance Improvement by Rate Control

We first compare the system performance betweenatieecontrol case and the case when there is
no rate control so that the default fixed transioissate is used. Figure 1 shows the packet dgliver
ratio, transmission delay, throughput, and hop tobefore and after the rate control algorithm is
applied. The load of network traffic is varying ifinol0 to 50 connections. It is shown that, after the
rate control algorithm is applied, the deliveryigas improved from 69% up to 171%, the transmissio
delay is reduced from 21% to 96%, and the througlgumproved from 71% to 165%. The hop
counts in both cases are very close to each odeause they use the same routing protocol to fiad t

shortest path.

1000

—— Rate contral
900 PR -—+- Without rate control |4
ceeerTT T LI

—— Rate control 1
-+- Without rate contral

a0o

700} T

Delivery ratio (%)
(8]
o
Delay {msec)

10 15 20 25 30 35 40 45 a0 10 15 20 25 30 ] 40 45 a0
Murmber of connections Mumber of connections

a. Delivery ratio b. Transmission delay



w10
T T T
—— Rate control

T T T T T T T T T T T
—— Rate control
25 -+- Wyithout rate control 7 -+- Without rate control

£ 1
5_\\‘\

Throughput (byte)

0sf 1
0 . . . . . . . 0 L . . . . \ .
10 15 20 25 30 35 40 45 50 10 15 20 25 30 * 40 45 50
Murnber of connections Mumber of connections
c. Throughput d. Hop count

Figure 1. Results of rate control

Figure 2.a shows the data rate dynamically seldayeshch sent packet during the first 10 seconds
of simulation. The density of points for each regpresents how often this rate is selected. Trad tot
number of packets transmitted at different rategiven in Figure 2.b. The average of selected data
rate is shown in Figure 2.c. Which rate is seletaegely depends on the network traffic and topglog
According to Figure 2, when more connections, thanore network traffic, are involved, a smaller
data rate tends to be selected because more metecés from nodes in the neighborhood attenuate the
quality of received data. This also explains why ttansmission delay increases when the number of

connections increases because smaller data raliesngnger transmission time.
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3.2 NAV estimation and update

At IEEE 802.11 MAC layer, the NAV used in RTS and<packets indicates the time period
during which other mobiles nodes can not accesshhe=d wireless channel. NAV in RTS and CTS is
calculated as shown in Figure 3, where SIFS repteghe Short InterFrame Space that a packet must
wait before transmission. Since RTS, CTS and ACKar transmitted at the basic rate, NAV can be
easily calculated if the transmission rate of theT® packet is fixed and known before RTS and CTS
are sent. However, when the above adaptive rateatalgorithm is applied, the actual data rate is
selected by the receiver upon receiving the RT$s irhplies that the NAV can only be estimated in
RTS by the sender. It can be updated later in GTthdreceiver, based on the actual selected dtda r
But in the real system, a neighbor who receiveR &8 and sets an NAV accordingly may not be able

to receive the following CTS with an updated NA\A & may not always be beneficial to take extra

effort to update the NAV in CTS.

11



SIFS

CT< DATA ACK
<— NAVInRTS —————>

SIFS

DATA ACK
<——NAViInCTS—>

Figure3. NAV in RTSand CTS

There are many ways to estimate NAV in RTS and tgpdain CTS. We here compare five

different schemes.

* NAV 1: Uses the maximal transmission rate 54 Mb/s tomaese NAV in RTS, but does not

update NAV in CTS.

* NAV 2. Uses the basic transmission rate 1 Mb/s to esirNAV in RTS, but does not update

NAV in CTS.

* NAV 3: Uses 54 Mb/s to estimate NAV in RTS and upda#d/Nn CTS based on the selected

new data rate.
* NAV 4: Uses the last data sending rate to estimate NARTIS, but does not update NAV in CTS.

* NAV 5: Assuming the actual data rate is known beforéisgrnthe RTS, the appropriate NAV can
be obtained in RTS so that it is not necessanpttate it in CTS. This is the best but unrealistisec
because the actual data rate selected by the ee@zia not be known in advance by the sender when

it is sending the RTS. We only use this schemedonparison with others.
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For all the above schemes, Figure 4 shows theatglnatio, transmission delay, and throughput. It

is evident that, for most traffic loads from 105@ connections, the performance in increasing asler

NAV 1 < NAV 2 < NAV 3 < NAV 4 < NAV 5. The only exeptions are that the delivery ratio of NAV

3 and NAV 1 outperform NAV 4 and NAV 2, respectiveht low traffic loads; and the transmission

delay of NAV 3 is a little larger than NAV 2 for ¢h traffic loads. According to these simulation

results, we observe that small transmission raj@aterred for NAV estimation in RTS because this

yields longer NAV so that less collision and inezehce will happen during the real data transmissio

We also observe that, when NAV in CTS is updateih &AV 3, it works better when the traffic load
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is low. Since NAV 3 and NAV 4 perform better tha\¥W 1 and NAV 2 in most cases, NAV 3 and
NAV 4 are recommended. NAV 4 performs better fagghhiraffic loads and is simpler because it does

not need to update NAV in CTS. But NAV 3 perfornettbr for low network loads. We will use NAV

3 in the following simulations.

3.3 Carrier Sense Threshold
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Figure5. Results of using different carrier sensethresholds

Carrier Sense Threshold (CSThresh) decides if avirag packet has enough energy to be detected
and correctly decoded. It is an important paramatgshysical layer that affects the performance of
upper layers. We compare the system performanceadddéferent carrier sense thresholds at 70, 75,
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80, and 93 dBm. The delivery ratio, transmissiolaylethroughput, and hop count are given in Figure
5. It is obvious that higher CSThresh maintaindharglelivery ratio and throughput. But if it islasv
as 70 dBm, a large percent of packets can be Wdsth is supported by the unsmooth curves of

delivery ratio and throughput in Figure 5.

For low traffic loads, the transmission delays ibfedent CSThreshs are very close. But when the
number of connections increases, higher CSThreslvshigher transmission delay. This is due to the
fact that only the received data packets are enepldy calculate the average transmission delageSin
the delivery ratio for lower CSThresh is low atlnigetwork loads, there is actually a smaller number
of packets being used for calculation of transmissielay. So we could get a smaller average delay
for lower CSThresh. If we set the transmission ylefall the lost packets to be a large value, the

corresponding average delay will be actually veghh

4 SIMULATION ON LINK DISTANCE

For most mobile ad hoc routing protocols, the hopnt is a widely used metric. The route with the
minimum hop count is preferred. This works well wh@e transmission data rate is fixed, because
selecting the route with the minimum number of hopsders less active nodes in a network so that
each node has a better chance to access the shastess channel, which results in a higher
throughput. But when multiple data rates are al&lathe route with the minimum hop count may not
result in the best end-to-end throughput. The measdhat a route with a smaller number of hops
implies the longer geographic distance for each laop consequently a lower SNR at the receiving
end as well as a lower available data rate accgrttinTable 2. On the other hand, if we reduce the
geographic distance of hops in order to achievegh Hata rate, more intermediate nodes are needed
for a route. Each node then has less opportunigctess the wireless channel. The achievable data

rate and the number of active nodes are two cootoayg factors that affect the overall network
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throughput.

In this section, for a multiple-rate ad hoc netwanke investigate how the throughput is affected by
routes built up by hops of different geographicdatses. We call the geographic distance between a
sender and its immediate next hop th distance. Since it is difficult to find the hops that have
exactly the required link distance, we set a maximlink distance, callecommunication range.
Among all the neighbors within the communicationgea of the sender, the neighbor of the longest

link distance is selected as the next hop.
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Figure 6. Results of link distance
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Figure 6 shows the delivery ratio, transmissioragethroughput, and hop count when different
communication ranges are used. The network witgra load of 10 connections, a medium load of 30
connections, and a heavy load of 50 connectioncamgared. The figure shows that there exists a
communication range at which the highest delivatioris achieved. When the number of connections
is small, the optimum communication range is siatiause fewer nodes will contend for the channel.
Table 4 shows the optimum communication range féeréint network loads, resulted from extensive

simulations. It is evident that the optimum comneation range increases when the traffic load

increases.
Table 4. Optimum communication range
Number of connections 10 20 30 40 50
Optimum communication range (m) 150 175 185 200 210

Figure 7 compares the performance of systems ubm@ptimum communication range and the
fixed maximum communication range. Using maximurmownication range corresponds to the case
when the minimum hop count is preferred. As showirigure 7.d, the hop count of using optimum
communication range is larger than that using ta@imum communication range, but higher delivery
ratio and throughput are achieved as in Figurean@ 7.c. According to Figure 7.b, reducing the
communication range from its maximum value mayrestilt in a longer end-to-end delay. The reason
is because when the link distance decreases, ghhmore transmissions are needed for a packet to be
successfully delivered to the destination due &itlcreased hop count, the link distance in a hadp g
shorter, so the data rate of the link is higher #retransmission time over the link is smallereTh
overall transmission delay thus does not necegsetrease. Reducing the link distance generates
routes with larger hop count (i.e., more contendmogles) but higher link data rate. This two-fold

effect is further studied by analysis in [20], wlem adaptive link distance algorithm is proposed t
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dynamically adjust the link distance to approximie optimum communication range.

600 T T T T T T T

— fixed comm. range
—4— optimal comm. range

Delivery ratio (%)
Delay (msec)

a0t . i
40 A
n0r A
20t A |
k| fixed comm. range i
—4— optimal comm. range
0 L L L | | . . . | L | | | |
10 15 20 2 30 35 40 45 50 10 15 20 25 30 35 40 45 50
MNumber of links Mumber of links
a. Delivery ratio b. Transmission delay
10
4 T T T T T 8
— fixed comm. range
7L —4— optimal comrm. range | |
= B
= st 1
=
=
= w -
H s I
5
2
: 3t :
1 A 2r B
05k — fixed comm. range b 1+ B
—— optimal comm. range
L L L | | . . L L . . . | L
10 15 20 25 30 35 40 45 a0 10 15 20 25 30 35 40 45 a0
MNumber of links Murnber of links
c. Throughput d. Hop count

Figure 7. Results of using optimum communication range

S5 SIMULATION ON DATA TRAFFIC

Previous sections use CBR data traffic and UDPspart control, the impact of other widely used

data traffics, such as TCP, VolP and Video, willsbedied in this section.

5.1 TCP traffic

TCP traffic sends continuous data packets conttddiethe flow and congestion control algorithms

provided by TCP at transport layer. The simulatiesults are given in Figure 8. TCP traffic can
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maintain a very good data delivery ratio: at |&€#% of sent packets can be successfully receivieel. T
delivery ratio only drops a little for higher nuntbe® connections. But the transmission delay of TCP
traffic is quite long. This is due to the flow aodngestion control that scarifies the transmissime

to the reliable transport. The transmission detayTiCP traffic is long even when the traffic load i
low. This is due to the fact that higher data rstechosen for low loads, which may introduce
congestion at the intermediate nodes and triggeM®P congestion control mechanism. As a result,

the data transmission is delayed.
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Figure 8. Results of TCP datatraffic
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5.2 Real-time data traffic

The real-time data traffic, such as voice and videdramatically increasing in internet and mobile
wireless networks. It is characterized as trangmgith large volume of data in a time sensitive if@sh
Due to the limited bandwidth and the error-promé in wireless networks, it is very important tette

if a MANET can support such kind of real-time datfics.

We have applied the VolP and video data trafficsydoous simulation scenarios. In the same
scenario as that for CBR and TCP, it has been wbddhat video traffic performs poor. Acceptable
performance can only be obtained when the numbeomfiections is less than 10. This is mainly due

to the bandwidth limit, high application data raad the mobility in MANETS.

Figure 9 shows the simulation results of VolP anded when the number of connections is
varying between 1 and 8. The figure shows that atrafh VoIP packets can be successfully received
in a timely way. The delivery ratio only drops #lé for higher number of connections. But for vade
traffic, when the number of connections is morentBathe delivery ratio drops significantly from%9
to 50%, and the transmission delay increases frémmd to 760 ms. Two reasons for why the
performance of video transmission for higher lo&siot as good as VolIP are that: 1) VoIP is a
particular case of CBR traffic, while the packetesiof video traffic is varying in a large range as
shown in Table 3. 2) The actual transmitted vidatads much larger than that of VolP, as shown in
Figure 9.b, which implies that more network integfece and congestion are introduced by the video

traffic.
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Figure 9. Results of real-time data traffics
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One notation about the network transmission dedahat it is not equivalent to the time interval
between packets. Instead, the network transmisiatay only represents the time difference between
the sending and receiving time of the same paékatexample, although the video packets are sent at
interval of 0.04 second and the average netwomstrassion delay for 5 connections is about 0.35
second, this does not necessarily mean that tHaygofreceived video is violated. Actually, the38-
second delay may still be acceptable for most vidpplications in which some kind of buffer
mechanism is employed so that a certain periodidédovis stored in advance before it is actually

played back.

In most cases, throughput increases for highersldmtause there are more data being sent and
received. But since the packet size for video ryimg in a large range, there might be the casenwhe
the throughput decreases while the number of packeteases, such as the 5-connection case in the

Figure 9.b.

Figure 9.d displays the variation of transmissiefayg, or jitter, which is the standard deviation of
transmission delay. It is shown that the video detasmission delay varies much more significantly
for higher loads. This is because that more diffediata sending rates may be selected for different

connections, depending on the level of network estign.

6 SIMULATION ON MOBILITY

The mobility is an important character of MANETS$. dan affect the system performance in
various ways. This section studies the impact of factors due to mobility: the position measurement

error and the moving speed of mobile nodes.

6.1 Position error

We compare the system performance under differesitipn measurement errors. The position
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error is randomly generated within the range of (26 m, and 50 m. The simulation results are
given in Figure 10. It is shown that the systemksqoretty well for position errors within £25m, but
+50m position error does deteriorate the perforraatite transmission delay significantly increases

when the inaccuracy of position information incesas
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Figure 10. Results of position error
6.2 Moving speed

The system performance is tested when mobile nadesmoving at different maximum speeds of
3m/s, 5m/s, and 10m/s. The update rate of posititarmation is not fixed; it is updated whenever

necessary in the routing protocol. It is shown iguFe 11 that the system works well for all these
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speeds. So when the maximal moving speed is less 10 m/s, different moving speed does not

introduce significant change of the delivery ratransmission delay, throughput, and hop count.
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Figure 11. Results of mobility

7 CONCLUSION

This paper proposes a simple link rate control rtigm for IEEE 802.11 based multiple-rate
MANETSs. Extensive simulations are conducted to test impact of various system components.

Several conclusions are drawn as follows.

It is found that the NAV should be estimated in R@yssmall or the last used transmission rate.
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The update of NAV in CTS is preferred when the metwoad is low.

The carrier sense threshold should be no less ThadBm. But when it is large enough, larger

threshold does not significantly improve the sysparformance.

CBR traffic performs very well. TCP traffic can pide similar delivery ratio to that of CBR, but it
introduces longer transmission delay. VoIP trafieaforms much better than video traffic. But neithe
VolIP nor video works well when the network loachigher than 10 connections. So the real-time data

transmission over MANETS deserves further studies.

The large range of position error due to mobilitgpynintroduce longer transmission delay. The

moving speeds less than 10 m/s do not introducefisignt impact on the system performance.

A general conclusion is that simulations have shdhet many kinds of system components

contribute to the overall performance of a MANET.

A last note about the above conclusions is thatesthey depend on the given system parameters
and scenarios, the exact number may not applyetoghl system. For example, the 70 dBm for carrier
sense threshold may not necessarily be the sameafmus environments; the system performance

might be significantly affected when the movingespés larger than 10 m/s, and so on.

ACKNOWLEDGEMENT

The authors would like to thank Dr. Jeff Bonta dnsl colleagues at Motorola Communications
Research Labs for many valuable discussions, stiggesand comments, Dr. Yi Lu for implementing
the routing protocol for this study, and Mr. Shagi for implementing an early version of Walfisch-

Ikagami model and rate control algorithm.

25



REFERENCES

[1] D. Remondo and I. G. Niemegeers, “Ad Hoc Networking Future Wireless

Communications,Computer Communications, 26: 36—40, 2003.

[2] M. Abolhasan, T. Wysocki, and E. Eutkiewicz, “A Rew of Routing Protocols for Mobile Ad
Hoc”, Ad Hoc Networks, 2: 1-22, 2004.

[3] E. M. Royer and T.-K. Toh, “A Review of Current Rmg Protocols for Ad Hoc Mobile
Wireless Networks,TEEE Personal Communication Magazine, 46-55, April, 1999.

[4] http://www.isi.edu/nsnam/ns

[5] http://www.monarch.cs.cmu.edu

[6] http://pcl.cs.ucla.edu/projects/glomosim

[7] http://www.scalable-networks.com

[8] http://www.opnet.com

[9] R. Barr, Z. J. Haas, and R. Van Renesse, “ScalMleless Ad Hoc Network Simulation”, in
Handbook on Theoretical and Algorithmic Aspects of Sensor, 291-311.

[10] IEEE Standard 802.11: Wireless LAN Medium Accesit@d (MAC) and Physical Layer
(PHY) specifications, 1999.

[11] C.E. Perkins and P. Bhagwat, “Highly Dynamic Dediion-Sequenced Distance Vector
Routing (DSDV) for Mobile Computers”, iRroceedings of ACM SGCOMM, 1994.

[12] C. E. Perkins and E. M. Royer, “Ad-hoc On-Demandst@nce Vector Routing”, in
Proceedings of the 2nd IEEE Workshop on Mobile Computing Systems and Applications, 90-100, 1999.

[13] D. Johnson and D. Maltz, “Dynamic Source RoutingAid Hoc Wireless Networks”, in
Proceedings of ACM SIGCOMM-Computer Communication Review, 1996.

[14] E. Damosso, “Digital Mobile Radio: COST 231 View i@ Evolution towards 3rd Generation
Systems,” irFinal Report of the COST 231 Project, 1998.

[15] G. Holland, N. Vaidya and P. Bahl, “A Rate-AdaptiVAC Protocol for Multi-Hop Wireless
Networks”, inProceedings of ACM MobiCom, 2001.

26



[16] IEEE Standard 802.11g: wireless LAN Medium Accesst@®l| (MAC) and Physical Layer
(PHY) specifications, Further Higher Data Rate Bsten in the 2.4 GHz Band, 2003.

[17] B. Karp and H. T. Kung, “"GPSR: Greedy Perimeteeteb¢ss Routing for Wireless Network,”
in Proceedings of ACM MobiCom, 2000.

[18] Video Traces for Network Performance Evaluatiotp:htrace.eas.asu.edu.

[19] F. Fitzek and M. Reisslein, “MPEG-4 and H.263 Vidémces for Network Performance
Evaluation,”|EEE Network, 15(6): 40-54. 2001.

[20] X. Wu, G. Ding, and B. Bhargava, “Impact of Linkdbance on End-to-End Throughput in
Multi-Rate Ad Hoc Networks”, submitted t&EE Trans. Mobile Computing, 2005.

[21] T.S. RappaportMireless Communications, Principles and Practice, Prentice Hall, 1996.

[22] R.J. Punnoose, P. V. Nikitin, and D. D. Standifficient Simulation of Ricean Fading within
a Packet Simulator,” iRroceedings of Vehicular Technology Conference, 2000.

[23] J-M Dricot and P. De Doncker, “High-accuracy Phgkicayer Model for Wireless Network
Simulations in ns-2,” ifProceedings of International Workshop on Wireless Ad-Hoc Networks, 2004.

[24] D. Qiao, S. Choi, and K. G. Shin, “Goodput Analyaisd Link Adaptation for IEEE 802.11a
Wireless LANSs,”|EEE Trans. on Mobile Computing, 1(4): 278-292, 2002.

[25] J. Del P. Pavon and S. Choi, “Link Adaptation Stggtfor IEEE 802.11 WLAN via Received
Signal Strength Measurement,”Bnoceedings of ICC, 2003.

[26] O. Queseth, F. Gessler, and M. Frodigh, “Algorithfas Link Adaptation in GPRS,” in
Proceedings of IEEE VTC, 1999.

[27] Z. Lin, G. Malmgren, and J. Torsner, “System Periance Analysis of Link Adaptation in
HiperLAN Type 2,” inProceedings of IEEE VTC, 2000.

[28] G. K. Chan, “Propagation and Coverage Prediction Gellular Radio Systems,TEEE
Transactions on Vehicular Technology, 40(4): 665-670, 1991.

[29] S. K. Kandasamyl, M. Ismaill, and S. K. Tiong, “Aipation of Genetic Algorithm for Large
Scale Coverage Prediction in GSM Cellular Mobilest®8yn,” International Symposium on Information

and Communications Technologies, 2004.

27



APPENDIX: WALFISCH-IKEGAMI MODEL

The Walfisch-lkegami model considers the blocksMeen the transmitter and the receiver. The
accuracy of this empirical model is quite high nmban environments where the propagation over the
rooftops is significant. The model includes twoassshe Line Of Sight (LOS) and the None Line Of

Sight (NLOS). For LOS case, the path los& is 42.6 + 26lgd,, + 20Ig f,,,, -
For the NLOS casé, s = L, + max(l,s + L 0)
where the free space loss = 3244+ 20lgd,,, + 20lg f,,,,, the rooftop-to-street diffraction loss
L. =-169-10lgw+10lg f,,,, +20lg(h.; —h,),
with the orientation loss
-10+0.354p, for 0 <¢ <35
L, =425+0.075¢ —-35), for35 <¢<55,
40-0.114¢ -55), for 55 <¢ <90
and the multiple screen diffraction loss
Lo = Lg, Tk, +kyl0d,,, + K 19 f,,, —9lgb,

with L, =-18lg(1+ maxh, - h,0)),

54’ for hl. > hroof
k,=454-08(h,—h,), for d=05kmandh <h_, :
54-08(h, - h,)d,, /05 for d <05kmand h <h,

k, =18-15min(h, —h,, 0),

0.7(f,.,/925-1, for mediumsizedcity andsuburbarcenters

andk, =-4+
f {1.5( fun,/925-1), for metropoliancenters
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