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Most popular simulation and emulation tools use high-level models of forwarding behavior in

switches and routers, and give little guidance on setting model parameters such as buffer sizes.

Thus, a myriad of papers report results that are highly sensitive to the forwarding model or buffer
size used. Incorrect conclusions are often drawn from these results about transport or application

protocol performance, service provisioning, or vulnerability to attacks. In this paper, we argue

that measurement-based models for routers and other forwarding devices are necessary. We devise
such a model and validate it with measurements from three types of Cisco routers and one Juniper

router, under varying traffic conditions. The structure of our model is device-independent, but

the model uses device-specific parameters. The compactness of the parameters and simplicity of
the model make it versatile for high-fidelity simulations that preserve simulation scalability. We

construct a profiler to infer the parameters within a few hours. Our results indicate that our

model approximates different types of routers significantly better than the default ns-2 simulator
models. The results also indicate that queue characteristics vary dramatically among the devices

we measure, and that backplane contention can be a factor.

Categories and Subject Descriptors: C.2.3 [Network Operations]: Network monitoring; C.4 [Performance of
Systems]: Performance attributes; I.6.4 [Simulation and Modeling]: Model validation and analysis

General Terms: Measurement, Performance

Additional Key Words and Phrases: Emulation, router benchmarking, router modeling, simulation

1. INTRODUCTION

Network simulators must balance a fidelity versus scalability tradeoff [Nicol 2003a; 2003b].
At one end of the spectrum, simulators can choose to sacrifice fidelity, especially at the
lower layers of the protocol stack, for scalability. For this reason, Internet forwarding
devices, such as switches and routers, are only modeled at a high-level in popular packet-
level simulators such as ns-2 [Breslau et al. 2000]. The ranges of intra-device latencies
and maximum packet forwarding rates in commercial forwarding devices are not incorpo-
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rated. Networking researchers often find it difficult to select appropriate parameters, such
as router buffer sizes and forwarding rate limits, in their experiments with these simulators.

Hence, many research papers, e.g., in the congestion control literature, may report results
that are highly sensitive to the default forwarding model or the buffer size they selected,
which may not be realistic [Floyd and Kohler 2002].

The high-level models used to represent routers in simulators like ns-2 typically model
forwarding in core routers, and hence use a default simple output queuing model, ab-
stracting away any processing delay or backplane contention. Compared to these core
routers, switching fabrics in low-to-mid level routers have much lower performance. Yet,
due to cost considerations, they constitute the majority of the forwarding devices in Inter-
net edges and enterprise networks, which is where most packet losses in today’s Internet
occur [Hohn et al. 2004]. Accurately modeling a range of devices is especially important
in experiments with high resource utilization, since resource consumption models com-
monly used in simulators and emulators are not always representative of today’s commer-
cial routers. Discrepancies between the simulated and deployment behaviors can be large
in experiments with denial of service attacks or high bandwidth traffic, and in network
dimensioning experiments. For example, our prior results with low-rate TCP targeted de-
nial of service attacks [Chertov et al. 2008b] demonstrate that seemingly identical tests
on various testbeds and on the ns-2 simulator produce dramatically different results (the
attack being completely ineffective versus highly damaging). The discrepancies in the re-
sults arise because routers and other forwarding devices have complex architectures with
multiple queues and multiple bottlenecks (e.g., buses, CPUs) [Baker 2006] that change in
complex ways according to the characteristics of the workload they are subjected to.

Near the other end of the spectrum from highly-scalable simulators lie simulators such
as OPNET (http://www.opnet.com/products/modeler/home.html) and OMNeT++
(http://www.omnetpp.org/). In OPNET, detailed models of routers, switches, servers, pro-
tocols, links, and mainframes are given, based solely on vendor specifications [Van den
Broeck et al. 2002]. Using complex models significantly increases computational cost,
hindering scalability. Further, the model base needs to be constantly updated. Validation
attempts reveal that even these accurate models are sensitive to parameters such as buffer
size and forwarding rate that are hard to tune to mimic router behavior [Van den Broeck
et al. 2002].

We argue that it is important to devise a forwarding model that lies between these two
extremes, and is well-founded on extensive device measurements. Such a model must meet
the following requirements: (1) the model accurately reflects behavior under a broad range
of workloads, but can miss special cases in order to be computationally inexpensive, and
(2) its parameters are inferred without assuming any knowledge of device internals, and
the parameter inference procedure is independent of the device being modeled.

An accurate model of forwarding behavior is critical for experiments that investigate the
performance of transport layer protocols, application layer protocols and services, and net-
work dimensioning. For instance, previous work [Hirabaru 2006; Mathis et al. 1997] has
shown that queue size has a significant impact on the performance of TCP across congested
links. Our prior work [Mirkovic et al. 2007] has shown that user-perceived application per-
formance can range from acceptable to completely unacceptable depending on the packet
delay, loss, or jitter values introduced at an intermediate router. These values can signifi-
cantly deviate from realistic values if the router forwarding model is inaccurate. Our work
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Fig. 1. Hohnet al.’s minimum delay queuing model with an unbounded queueper output
port. The service time is based on the packet transmission (TX) time.

gives methods to ascertain and to model router bottlenecks and router buffer sizes. For ex-
ample, we can use our results to configure tools such as DummyNet [Rizzo 2010] or Net-
Path [Agarwal et al. 2005] – used in emulation testbeds such as Emulab (www.emulab.net)
and DETER (www.deterlab.net) – for accurate packet delay, loss, and jitter, and hence
more realistic performance.

To our knowledge, the most recent study on modeling a router based on empirical ob-
servations is that by Hohn et al. [2004]. The authors created a Virtual Output Queuing
(VOQ)-based model that added delays to the packets prior to placing them into an infinitely
large FIFO output queue. The delays were computed from empirical observations of a pro-
duction Tier-1 access router. Fig. 1 depicts the model. As the figure shows, the model is
substantially similar to classical output queuing models used as a default in simulators like
ns-2, but there is a constant minimum delay added to each packet based on its packet size.
Each output port is modeled in this fashion, thus abstracting away interactions at the inputs
and the backplane. This model is reasonably accurate for lightly loaded core routers with
a sophisticated switching fabric, but it does not generalize to lower-end devices or heavier
loads, since, among other reasons, loss cannot be modeled.

In this paper, we extend our prior work [Chertov et al. 2008a] with a new model, sim-
ulation modules, and experiments. Our proposed models differ from the VOQ-based
model [Hohn et al. 2004] in several key aspects – most importantly the queue size and
number of servers. Our models generalize to different router and switch types, butparam-
etersof a model customize it for a specific type. We design a system for automatically
inferring these model parameters. We leverage our measurements to model two low-to-
mid end Cisco routers: 3660 and 7206VXR, a Cisco high end router, 12410, and a Juniper
M7i router. Our modules can be downloaded from
http://www.cs.purdue.edu/homes/fahmy/software/BBP.tgz. Our experiments with UDP,
FTP, and HTTP traffic reveal that our model captures different router behaviors. The re-
sults also indicate that queue and performance characteristics vary dramatically among the
devices we measure, and that backplane contention should be modeled. We believe this to
be a significant step toward creating higher fidelity yet scalable simulations.

The remainder of this paper is organized as follows. Section 2 explains our models
and the model parameter inference process (an additional simplified model is given in Sec-
tion A.3 of the online appendix). Section 3 gives the details of our profiler and experimental
setup (details on the profiler can be found in the online appendix). Section 4 discusses our
results. Section 5 summarizes related work. We conclude in Section 6.

2. MODELING A FORWARDING DEVICE

A multitude of router architectures exists today. Their switching fabrics range from simple
shared memory or shared medium designs, to sophisticated highly interconnected designs

ACM Transactions on Modeling and Computer Simulation, Vol. V, No. N, Month 20YY.



4 · R. Chertov and S. Fahmy

like the Knockout switch. Most modern routers fall between these two extremes and use a
type of a Multistage Interconnection Network, such as the Banyan, Benes, or Clos. Despite
these disparate designs, routers share critical similarities: (1) A router has a number of
input and output interfaces; (2) Packets may be dropped or delayed within a router; (3) A
router has intermediate buffers/queues; (4) Packet flow in a router is complex [Baker 2006],
and there can be several queues and servers for each part of the path; (5) Packets can be
split into fixed-size units while traveling between the input and output ports (as in many
devices that use fixed-size “cells” [Cisco Systems 2010b]); and (6) Shared components
such as the backplane, caches, and possibly a central processor can lead to interference
among flows that donotshare the same output queues.

The complexity of router tasks introduces difficulties in developing accurate and com-
prehensive models of routers and other forwarding devices. A router must deal with control
packets such as ARP (Address Resolution Protocol) and ICMP (Internet Control Message
Protocol), as well as routing packets such as BGP (Border Gateway Protocol), OSPF (Open
Shortest Path Protocol), and RIP (Routing Information Protocol). These control packets
can have a profound impact on the forwarding of regular packets [Shaikh and Greenberg
2001; Chertov et al. 2008b]. For instance, ARP can lead to a significant delay until map-
ping between a packet’s layer three (IP) and layer two (MAC) addresses is established.
Routing packets can lead to delays or losses of data packets as routes are added and re-
moved. Routers can also have interfaces with different speeds (e.g., Ethernet, FastEth-
ernet, SONET). For simplicity, we make the following assumptions in order to create a
general packet forwarding model: (1) We do not model control traffic (e.g., OSPF, BGP,
ARP, ICMP). We use static and small forwarding (address lookup) tables when profiling
a device. (2) We assume that all the interfaces have approximately the same performance.
(3) We assume that data packets are treated equally (no Quality of Service (QoS)-based
packet scheduling, buffer allocation, or early packet discard). (4) We assume full-duplex
operation. However, we do not assume any knowledge of router internals or traffic charac-
teristics.

Violation of these assumptions can lead to inaccuracies. For instance, if a router is
configured with a given QoS policy and the model fails to capture this, then the model
predicts packet delays which can significantly deviate from measured values.

2.1 General Multi-Server/Multi-Queue Model

To model a broad range of forwarding devices, we must consider that traffic interactions
can cause packet loss and delay. Our model must capture such interactions in a variety
of switching fabrics. Fig. 2 demonstrates a simple device-independent model for a range
of contention behaviors. The additional complexity over the VOQ-based model allows
modeling devices with limited performance, in addition to the Tier-1 access router modeled
by Hohn et al. [2004].

As previously stated, forwarding devices may have multiple queues on the packet path
from the input to the output based on their architecture and type of switching fabric. Mod-
eling the location of all the queues and their respective sizes would require detailed knowl-
edge of each device internals. Since this is infeasible, we approximate all the internal
queues as asingle aggregate queueof sizeQ slots per output port. However, packets can
occupy more than one slot in the case of byte-based queues, or queues that use multiple
slot sizes. Hence, a tableQueueReqis used to specify the number of slots a given packet
size occupies. We automatically inferQ andQueueReqfrom our measurements.
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Fig. 2. General model whereN inputs are served byM servers. There is one queue of size
Q slots per port. Packets exit the forwarding device through one of theN output ports.

As seen in Fig. 2, traffic fromN inputs is classified and queued by output port, served
by M servers, and proceeds toN outputs for transmission. In a forwarding device, in-
put/output queues are served by the processors on the network cards, while intermediate
queues may be served by a central processor(s) or specialized switching fabric processors.
Since it is difficult to determine the exact number of servers (i.e., speedup) in a device, we
infer the number of servers,M , based on measurements. VaryingM from one to infinity
allows modeling the entire range of devices from those with severe contention to those
with no contention.

Servers process packets with the measured average processing delay. A table,DelayTbl,
represents observedintra-device delays(excluding transmission delay (TX in Fig. 2)), as
described in the online appendix, for various packet sizes. This is similar to “Min Delay”
in Fig. 1.

Packets are selected for service in a round-robin fashion. This is a simple but not un-
common switching fabric scheduling policy, e.g., it is used in iSLIP [McKeown 1999],
and we plan to explore alternative approaches in our future work. Packets can be served
concurrently by different servers, but packet transmissions on the same output link cannot
overlap (TX times are serialized for each output port). Since packets are often split into
smaller units (cells) internally within a router [Cisco Systems 2010b], packets may need
more than one server to process them. Hence, another table,ServReq, gives the number of
servers required to process packets of different sizes.

2.2 Automated Parameter Inference

The five key model parameters that vary from one device to another (M , Q, DelayTbl,
QueueReq, ServReq) can be inferred by subjecting a router to a series of simple tests.
Constant Bit Rate (CBR) UDP flows are injected through the router in all tests. Table 2.1
gives all the notation used in our parameter inference process, and Algorithm 1 gives the
pseudo-code.

The algorithm consists of four phases. In the first phase, we take an average of the packet
delays across different ports when the sending rate is extremely low. This is computed for a
set of packet sizes to construct a comprehensive table. If the delay difference between any
two interfaces is large (e.g., more than 10%), the algorithm terminates since our assumption
that interfaces are approximately similar would be invalid. The experimenter can examine
the difference and decide what level of error is acceptable. If error is acceptable, we record
the minimum delay for each packet size.

In the second phase, we compute an approximate value for the maximum number of
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Table I. Notation Used in Parameter Inference
Symbol Meaning

N Total number of device interfaces
M Number of servers
Q Size of the aggregate queue per interface (we assume equivalent interfaces)
DelayTbl Minimum processing delays for various packet sizes
QueueReq Number of queue slots occupied by a given packet size
ServReq Number of required servers for a given packet size
TX Capacity Maximum transmission capacity of an interface, measured by sending MTU-

sized packet bursts
LowRate A rate at which queuing delay does not occur but that allows sufficient (say

1000–2000) samples to be collected in a short time (e.g., at 50 pps)
p A packet path between two interfaces
P Set of all the possible pathsp; |P | = N(N − 1) is the number of all paths
S A set of packet sizess = {64, . . . 1500} bytes
R A set of packet ratesr (in packets per second), including rates that induce packet

loss
Ds,r,p Measured average packet delay from input to output for packets of sizes at rate

r on the pathp
ds Minimum of Ds,r,p values for a specific packet sizes
DepartGaps,r,p Measured average gap between the packets when leaving the router
ArriveGapr Time between packet arrivals for rater

concurrent servers for each packet sizejust beforeloss starts occurring. This is done by
utilizing all ports to transmit packets, such that flows do not create conflicts on the output
ports. For example, supposeN is four, then flows port0-to-port1, port1-to-port0, port2-
to-port3, and port3-to-port2 are non-interfering on their output. The number of servers is
estimated by dividing the minimum delay observed by the gap between packets arriving
into the router.

The third phase considers queue size. To estimate an approximate value forQ and
QueueReq, we must create a high loss scenario to ensure queue build-up. We send flows
from several ports into the output queue of another port. Note that it is important to measure
the transmission capacityTX Capacityand not use the nominal capacity (e.g., 100 Mbps
for a FastEthernet interface) which can be higher than the actual capacity. TheDepartGap
between the packets will indicate the maximum drain rate, meaning that the size of the
queue can be estimated as the observed delay divided byDepartGap. We use the average
observed delay in the numerator since we noticed a few outliers that skew the maximum
delay. We attribute these outliers to our custom profiler which is based on commodity
hardware, as discussed in Section 3.

The fourth and final phase simply records our computed values. We record the minimum
delays inDelayTbl. M is set to the largest number of servers estimated for all packet sizes.
ServReqcan also be constructed based on the resulting number of server estimates. The
observed queue size is recorded inQ (we record the minimum size in units of maximum-
sized packets) andQueueReqis computed for all packet sizes.

2.3 Simulation Modules

We have devised two simulation modules that together mimic a forwarding device using the
general multi-server/multi-queue model, which we integrated into ns-2.31 [Breslau et al.
2000]. The models can also be integrated with ns-3. The first module,RouterS, executes
the Multi-Server model, while the second module,RouterQ, represents the Multi-Queue
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Algorithm 1 Parameter inference
Input: Any forwarding device withN interfaces.
Output:DelayTbl, M , Q, QueueReq, ServReq.
Phase 1:Compute packet delays

1: DetermineDs,r,p for all packet sizes and rater = LowRate on pathp
2: if Ds,r,p1 ≈ Ds,r,p2 ∀s ∈ S, and∀p1, p2 ∈ P then
3: ds = avg(Ds,r,1, ..., Ds,r,|P |)
4: else
5: exit
6: end if

Phase 2:Compute number of servers

1: for eachs ∈ S do
2: ∀N , find max. rater s.t. no loss
3: ArriveGapr = 1

Nr

4: NumServs = ds

ArriveGapr

5: end for
Phase 3:Compute queue sizes

1: for eachs ∈ S do
2: find min. rater s.t. whenN − 1 ports send to one port at rater each,rs(N − 1) >

TX Capacity

3: QSizes = Ds,r(N−1),p

DepartGaps,r(N−1),p

4: end for
Phase 4:Record parameter values

1: DelayTbl = set ofds,∀s ∈ S
2: M = max(NumServ1, . . . , NumServ|S|)
3: Q = min(QSize1, . . . , QSize|S|)
4: ServReqs = M/NumServs,∀s ∈ S
5: QueueReqs = Q/QSizes,∀s ∈ S

model. TheRouterQobjects are connected to theRouterSobject as depicted in Fig. 3.
The RouterQandRouterSobjects initialize their capacities to the configuredQ andM ,
respectively. When a packet of sizes arrives toRouterQ, it is enqueued andQueueReqs is
subtracted from the capacity. Conversely, when a packet departs a queue, the capacity is
incremented byQueueReqs. If QueueReqs is greater than the capacity during an enqueue
operation, the packet is dropped.RouterSoperates similarly. However, instead of dropping
packets, it rejects them, preventing theRouterQfrom performing a dequeue operation.
OnceRouterSfinishes serving a packet, it pulls packets from one of the upstream queues
until its capacity is filled. Since a singleRouterSobject exists, it approximates backplane
contention by preventing queues from dequeuing packets, even when the output link is
free.

Finally, we have created trace agents to replay captured packet traces and compare the
delays and losses with the simulator against the observed delays and losses, similar to Hohn
et al. [2004]. We utilize the same traffic generation scripts when conducting simulations
(utilizing our own models or the default ns-2 model) and experiments with the four routers.
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Fig. 3. Our general model implemented in ns-2 using theRouterSandRouterQmodules.

3. EXPERIMENTAL SETUP

This section explains the setup for our experiments.

3.1 Router Types and Router Configuration

We select four router types for a representative cross-section of performance, and a wide
range of switching fabrics. The routers range from those for a medium office to Internet
carrier grade. The router specifications are as follows:

(1) Cisco 3660 with 100 Mbps FastEthernet modules: Multi-service platform for large
branch-office multi-service networking; Interrupt-based packet switching on a 225 MHz
RISC QED RM5271 CPU, capable of 120-Kpps fast switching; Supports an extensive
variety of modules for various media (e.g., Ethernet, FastEthernet, ISDN, T1) [Cisco
Systems 2010c].

(2) Cisco 7206VXR with 100 Mbps FastEthernet modules: Edge device used by en-
terprises and service providers for service aggregation WAN/MAN; Interrupt-based
packet switching on a 262 MHz NPE-300 processor; Supports an extensive variety of
high-speed modules for various technologies (e.g., Ethernet, FastEthernet, ATM) [Cisco
Systems 2010d].

(3) Cisco 12410 chassis with a 4 port 4GE-SFP-LC line card: This router is geared to-
wards carrier IP/MPLS core and edge networks; The router is equipped with multi-
gigabit cross-bar switch fabric and each line card runs IOS and uses CEF [Cisco Sys-
tems 2010e]; The 4GE-SFP-LC card is limited to 4 Mpps and runs Engine 3 (Internet
Services Engine); The card has 512 MB of packet memory and splits it in two for TX
and RX buffers.

(4) Juniper M7i with four SFP Gigabit modules: A multi-service edge device that can be
used as an Internet gateway, WAN, campus core, regional backbone, and data cen-
ter router; Forwarding engine of 4.2 Gbps at full duplex; Internet processor II-based
Application-Specific Integrated Circuit (ASIC) [Juniper Networks 2010].

The lower-end routers (Cisco 3600 and Cisco 7206VXR) we use havefour Fast Ethernet
ports. The Cisco 3660 has two identical ports on the main board and a dual port swappable
module, while the Cisco 7206VXR has one main card and three swappable modules. On
the Juniper M7i, three cards are swappable and the fourth is integrated into the chassis.
The 4 port 4GE-SFP-LC line card on the Cisco 12410 chassis does not utilize the router
backplane. For both higher-end routers (Cisco 12410 and Juniper M7i), we configured our
profiler to use its network cards at 1 Gbps speed. Clearly, we are measuring aparticular
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Fig. 4. Test topology with four subnets

configurationfor each of the four routers, and it is expected that routers with different
configurations will have variable performance levels.

Fig. 4 demonstrates our test setup. In the experiments,Node0, Node1, Node2, andNode3
are logical nodes on the same PC, while the “Router” node is either a pair of cross-over
cables that connect the four network cards on our profiling system, a Cisco router, or a
Juniper router. The construction of the logical nodes is explained in the online appendix.
The cross-over cable configuration is used solely for calibration, in order to determine
the latencies due to the network cards. Each logical node has its own dedicated subnet as
shown in Fig. 4. In the remainder of this paper, we adopt the following naming convention:
portX on the router, denotes the port connected toNodeX.

All routers are configured with minimal settings to ensure that forwarding between the
ports occurs on afast pathwithout special processing. Further, we enable the Cisco
Express Forwarding (CEF) option [Cisco Systems 2010e] on the Cisco 3660 and Cisco
7206VXR as it was not enabled by default. All queue sizes in the traffic generator module
in our profiling system were set to 100 slots.

3.2 Calibration

Before proceeding with measurements, we must determine which network device con-
figuration on the measurement machine gives the best performance and induces the least
amount of noise into the measurements. This measurement noise results from the network
card/bus specifics of our measurement machine. Further, we must determine how fast our
logging system performs, as this is crucial for Gigabit speeds. We produced the best results
with polling and 64-slot receive and transmit buffers. Fig. 5 demonstrates the measured de-
lay between the two NICs compared to pure transmission delay using a transmit speed of
100 Mbps and 1 Gbps, respectively. We used a constant 50 pps flow of UDP packets to
generate these results. In both the 100 Mbps and 1 Gbps scenarios, the difference between
the measured delay and pure packet transmission delay never exceeds 14 micro-seconds.

Table II and III demonstrate the mean, 5th, and 95th percentiles of delays of Ethernet
frames of sizes of 64, 800, and 1500 at various rates for 100 Mbps and 1 Gbps speed. We
have used ourudp gentool to collect these measurements over a period of one minute per
experiment. The table indicates that our logging system is adequate.

As previously mentioned, we have added a capability to replay our captured packet
traces into ns-2. The simulator utilizes the time-stamps of when the packet departed the
profiler device driver for the first time, as the time when the packet is injected into the
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Fig. 5. NIC–to–NIC (mean, 5 and 95 percentiles) vs. pure TX delay.

Table II. 100 Mbps NIC–to–NIC Packet Delays (µs) for 64-, 800- and
1500-byte Ethernet Frames

64 bytes 800 bytes 1500 bytes
4 Kpps 140 Kpps 4 Kpps 14 Kpps 4 Kpps 8 Kpps

mean 13.05 20.42 74.74 77.44 133.13 133.33
5th 13.00 12.00 74.00 74.00 133.00 133.00

95th 14.00 16.00 75.00 76.00 134.00 134.00

Table III. 1 Gbps NIC–to–NIC Packet Delays (µs) for 64-, 800- and
1500-byte Ethernet Frames

64 bytes 800 bytes 1500 bytes
4 Kpps 200 Kpps 4 Kpps 140 Kpps 4 Kpps 80 Kpps

mean 6.05 7.87 14.94 16.37 22.34 24.73
5th 6.00 6.00 14.00 15.00 22.00 22.00

95th 7.00 16.00 16.00 18.00 23.00 24.00

simulation. Since the packet time-stamp reflects the time when the packet entered the
device driver and not the router, we add a packet transmission time to the arrival time. This
re-creates the timing of when the packet entered the router or forwarding device.

During initial validation runs, we noticed that loss adversely impacts the accuracy of the
trace replay. If the packet is lost, time-stamp accuracy is compromised, since the device
driver time-stamp is lost as well. The only available time-stamp is the one from the ns-
2 traffic generator which may be a few milliseconds behind. Hence, the packet would
appear in the simulation earlier than it would have in the original experiment. This can
lead to inaccuracies between the observed and predicted data, as the events do not happen
at exactly the same times in both cases. To make the rest of the comparisons accurate, we
have removed the events when the actual packet or a predicted packet is dropped. In our
scenarios, packet losses never exceed seven percent, hence discarding loss events does not
significantly impact the results.
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Table IV. Queue Sizes (in Slots) for Different Packet Sizes
Router 64 200 600 800 1000 1200 1500

12410 33654 32891 32712 32706 32647 32159 31583
M7i 249875 72488 27815 21129 16930 14001 9473

3660 1909 674 167 167 167 167 167
7206VXR 272 294 167 167 167 125 125

Table V. Number of Servers for Different Packet Sizes
Router 64 200 600 800 1000 1200 1500

12410 36.379 29.115 11.843 10.171 9.006 8.243 7.265
M7i 37.145 39.382 23.866 23.176 22.584 22.101 21.455

3660 6.027 6.080 4.653 3.969 3.389 3.126 2.786
7206VXR 15.489 11.648 5.464 4.318 3.463 2.969 2.439

4. EXPERIMENTAL RESULTS

This section gives the model parameters inferred for the Cisco 3660, Cisco 7206VXR,
Cisco 12410, and Juniper M7i routers, and compares our measurements to results from our
simulation modules, as well as ns-2 results using the default ns-2 queuing model.

4.1 Model Parameters

As discussed in Section 2.2, we first compute delay tables. We vary the packet size from
64 to 1500 bytes, and maintain the rate at a low 50 packets/s. The packet size includes
Ethernet/IP/UDP headers. Fig. 6 compares the results for a100 Mbps perfect router, Cisco
3660, Cisco 7206VXR,1 Gbps perfect router, Cisco 12410, and Juniper M7i. The results
show the mean, 5, and 95 percentiles. Theperfect routeris a hypothetical router that
has zero processing and queuing latency, with packet transmission time being the only
delay. We use the data from Fig. 5 to obtain the results for the perfect routers: we add the
NIC overheads to one additional packet transmit time. The results indicate that the Cisco
3660 and Cisco 7206VXR routers have significantly higher delays and variance than the
100 Mbps perfect router. The Cisco 12410 showed little variance in delay but added per
packet delay over the 1 Gbps perfect router. In contrast, the Juniper M7i exhibited a high
degree of variance in measured delays. This can be attributed to the fact that the fourth
port of that router was integrated into the chassis and had different delay values than the
other ports. Unfortunately, since we are limited by the small number of available ports,
we were forced to utilize this port in our experiments. Determining the causes of internal
router delays requires proprietary details of router hardware and software.

We now use Click, disabling per-packet logging for high speed operation, to infer the
number of servers and queue sizes. It is necessary during this phase to use rates of
700+ Kpps per interface, in order to stress the particular Gigabit router interfaces we have.
For the Cisco 12410 and Juniper M7i, the maximum achievable transmission rate was
986.82 Mbps; hence we set theirTX Capacityin Algorithm 1 to 986.82 Mbps. Similarly,
theTX Capacitywas set to 98.718 Mbps for the Cisco 3660 and 7206VXR. We use these
same values as link capacities in all our simulations (with our new modules and with the
default ns-2) for a fair comparison. The measured speed is consistent with the Ethernet
specifications, as inter-frame gaps and MAC preambles reduce the usable bandwidth.

Table IV and Table V demonstrate the measured values forQSizeandNumServrespec-
tively. The values ofM , Q, ServReq, andQueueReqfor the routers are computed from
these tables, as given inPhase 4of Algorithm 1.

Analysis of Table IV reveals that there arethree different queue sizing strategies: (1) The
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Fig. 6. Observed minimum delays for different packet sizes

Cisco 3660 and Cisco 7206VXR have 3 queue sizes (in terms of number of packets) for this
set of packet sizes. This is consistent with the documentation [Cisco Systems 2010a]. (2)
The Cisco 12410 appears to have a slot-based queue which is approximately 32 K packet
slots in size. Since the router has 4 ports,4 × 32 K × 1500 ≈ 200 MB which is close
to the line card’s 256 MB TX buffer size. (3) The Juniper M7i has a byte-based queue
of approximately 16 MB ((packet size−18)×QSize ≈ 16MB, as the 18-byte Ethernet
header/trailer is not queued). This is consistent with its specification, which states that the
router is capable of 200 ms buffering [Juniper Networks 2010].

Table V shows that for most packet sizes, the Juniper router has the highest number of
servers, followed by the Cisco 12410, the Cisco 7206VXR, and finally the Cisco 3660.
However, the Juniper and Cisco 12410 support comparable rates due to differences in
DelayTbls. As expected, the number of servers monotonically decreases as packet size
increases for each router.

4.2 Model Fidelity

In this section, we compare the predictions of our general model and the default ns-2
model, with our measurements under a variety of experimental scenarios. We first conduct
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each experiment with the physical router and capture packet traces. The traces include
packet size and packet arrival information, which is used to create packets in the ns-2 sim-
ulator, in order to analyze the accuracy of the simulation models. The same methodology
was used by Hohn et al. [2004].

4.2.1 CBR Flows.In our first series of experiments, we replay the simple CBR traces
used in the model inference experiments. We use our new ns-2 modules to model the Cisco
3660, Cisco 7206VXR, Cisco 12410, and Juniper M7i routers, and compare packet delay
and loss values. Due to space considerations, we only summarize the results here.

The results indicate that the model can account for backplane contention: the model
correctly predicts that the Juniper M7i cannot have all four interfaces forwarding 64-byte
frames at more than 715000 pps. This is becauseds

NumServs
×N = 12.997µs

37.145 ×4 = 1.397µs

and 1
1.397µs×1e6µs

s = 714490 pps. We checked the router statistics to ensure that network
cards were not dropping packets upon receiving. Additionally, when multiplexing two
flows into a single output port, the model correctly predicts the packet delays due to queue
build-ups. Our measurements also confirmed the need forQueueReq, as fixed-size slot-
based queues are inaccurate.

4.2.2 Low-load TCP.In the next series of experiments, we create a medium level of
load that does not result in any packet loss, so that queue sizing would not be a factor when
replaying the packet traces.

We useFullTCP SACKagents in ns-2.FullTCP agents in ns-2 mimic the Reno TCP
implementation in BSD 4.4. The links fromNode0, Node1, Node2, andNode3in Fig. 4
were configured to have delays of 20 ms, 30 ms, 40 ms, and 90 ms, respectively. For the
two Gigabit routers, the speed is 1 Gbps, while for the Cisco 3660 and 7206VXR we set
the speed to 100 Mbps. We also rate limit the link bandwidth to 70 Mbps for each port
in the 3660 and 7206VXR experiments. This avoids any TCP packet loss in this series of
experiments.

We create long-lived FTP TCP connection pairs, such that each node has 7 TCP flows
to three other nodes for a total of 84 TCP flows. TCP agents are configured to use up
to 3 SACK blocks, 1420-byte payloads, and delayed ACKs. The 1420-byte payload was
chosen so that packets with 3 SACK blocks would not exceed 1518 bytes when all the
headers/trailers are included, in cases with bi-directional traffic. Additionally, in the case
of Gigabit routers, each node sends two 1 Kpps 1500-byte UDP flows to the other nodes
for a total of 24 UDP flows. This was done to inflate bandwidth usage, as a single sim-
ulation instance cannot generate more than 90 TCP flows over Gigabit links in real-time.
Certainly, this traffic is not representative of real workloads, but it is capable of generating
low-to-medium load and can reveal backplane packet interactions if they exist. The exper-
iment duration was 180 seconds, during which we inject traffic into the router and log all
transmitted and received packets.

After completing the experiments, we replayed the traces through our router module and
through ns-2 with a large queue of size 200 packets, as we wanted to exclude queue size as
a factor in this experiment. Fig. 7 gives typical results of the Cisco 12410 and 3660 routers
over a period of 3.3 ms and 10 ms, respectively. In the figure, “ns-2” refers to predictions
from the default ns-2 model, while “Model” refers to predictions from our general multi-
server/multi-queue model. “Observed” is the measured value with the physical router. We
can make two interesting observations. First, adding minimum packet delays improves the
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Fig. 7. Low-load TCP: Delays on port2

Table VI. Low-load TCP: Mean and COV of Packet Delays (µs) for Cisco 12410, Juniper M7i,
Cisco 3660, and Cisco 7206VXR

12410 M7i 3660 7206VXR
Dst Node Type Mean COV Mean COV Mean COV Mean COV

Node0 Model 29.641 0.398 59.371 0.389 535.367 1.209 1070.216 1.231
Observed 33.038 0.416 67.512 0.393 586.792 1.012 705.387 1.013

Node1 Model 28.115 0.387 57.274 0.393 436.450 1.178 596.630 1.272
Observed 31.841 0.519 66.045 0.401 362.597 1.123 409.618 1.264

Node2 Model 27.205 0.356 57.738 0.358 234.572 1.066 255.061 1.139
Observed 30.949 0.354 67.356 0.366 233.135 0.866 193.782 0.958

Node3 Model 28.574 0.433 59.375 0.397 166.958 0.791 183.325 1.023
Observed 32.264 0.413 52.297 0.394 194.975 0.652 169.927 0.914
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Fig. 8. High-load TCP topology

predictions over the default ns-2 model, which does not consider any processing delay.
Second, backplane contention on the 3660 can result in a significant level of additional de-
lay. This is also evident in the 7206VXR results in Table VI. Our model attempts to mimic
this by relying on a multi-server model, but, as the figure shows, it is not always accurate at
this high precision (micro-second level), possibly due to our commodity-hardware profiler.

Table VI gives the mean (inµs) and Coefficient of Variation (COV) per output port for
our model and actual measurements. The COV is a normalized measure of variance in
packet delays. For the Cisco 3660 and 7206VXR, the COV values are quite high compared
to the Gigabit routers. Overall, the means and the COVs in the table show a satisfactory
correspondence.

4.2.3 High-load TCP. In the next set of experiments, we increase the load to induce
losses, so that knowledge of queue sizes would be imperative for accurate predictions.

Fig. 8 demonstrates the logical topology that we use. We create auxiliary nodes and links
to avoid TCP synchronization using three different RTTs of 14 ms, 24 ms, and 44 ms. To
induce sufficient load on the Gigabit routers, we execute two separate simulation instances
with 28 TCP agents per auxiliary node, for a total of 84 TCP agents per simulation. The
TCP agents were driven by infinite source FTP agents. This setup may appear unusual
since there are two links toNode2(one per simulator). However, since all of the packets
will pass through the router, no more thanTX Capacitycan traverse the links.

To make this arrangement work, we split the address space ofNode2into two 128 CIDR
address blocks. Fig. 8 demonstrates that agents fromAuxNode0, AuxNode1, andAuxNode2
use the lower 128 addresses onNode2and that agents fromAuxNode3, AuxNode4, and
AuxNode5use the upper 128 addresses onNode2. Each auxiliary node has 5 UDP flows
sending 1500-byte packets at 1500 pps toNode2. Finally, to create reverse traffic, we
configure 6 UDP flows to send 1500-byte packets at 1500 pps each fromNode2to Node0
(to Node1in “Sim 2”). For the Cisco 3660 and 7206VXR, we scale down the link speed to
100 Mbps (as before) and also reduce the rate of all the UDP flows by 10. The experiment
duration was 180 seconds as in the previous experiment.

With the unmodified ns-2 forwarding model, we use the default 50-slot-sized ns-2 queue,
as well as a larger 20000-slot-sized ns-2 queue in the case of Gigabit routers. Table VII
demonstrates the loss ratios for the congested output port2. The data indicates that our
model provides an accurate approximation of the loss ratios. The default ns-2 queue results
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Table VII. High-load TCP: Average Loss Ratios
Router Observed Model ns-2 50 ns-2 20000

Cisco 12410 0.0077 0.0078 0.0342 0.0099
Juniper M7i 0.0175 0.0161 0.0353 0.0125
Cisco 3660 0.1031 0.1028 0.1031 N/A

Cisco 7206VXR 0.0960 0.0953 0.0954 N/A

Table VIII. High-load TCP: Mean and COV of Packet Delays (µs) for Cisco 12410, Juniper M7i, Cisco 3660,
and Cisco 7206VXR

12410 M7i 3660 7206VXR
Dst Node Type Mean COV Mean COV Mean COV Mean COV

Node0 Model 30.784 0.470 55.368 0.539 159.044 0.535 132.895 0.559
Observed 47.279 0.349 74.259 0.470 305.318 0.856 186.287 0.513

Node1 Model 28.153 0.474 59.312 0.515 162.830 0.432 131.163 0.575
Observed 32.067 0.406 62.524 0.823 243.743 0.547 123.390 0.662

Node2 Model 221454.186 0.387 90374.424 0.402 19823.226 0.043 14609.008 0.047
Observed 219962.721 0.389 86022.799 0.507 19435.527 0.044 14427.739 0.048

for the Gigabit routers are incorrect for both queue sizes; ns-2 gives accurate loss estimates
for the two lower-end routers. These results emphasize the importance of tuning buffer
sizes.

Table VIII compares the mean delays (inµs) and the COV values for the routers for
all ports used in the experiment. The results indicate that our model performs well in this
high-load scenario. The results further show that our profiling system can successfully
scale to Gigabit speeds. It is interesting to note that the COV values for the congested port
become very small on the Cisco 3660 and Cisco 7206VXR. This is because traffic starts to
resemble a single CBR flow, and most packets experience maximum queuing delay.

In Fig. 9(a), our model for Cisco 12410 is accurate, and the average absolute difference
is 1492µs. The plot in Fig. 9(b) indicates that our profiling method failed to reveal that the
M7i router can sometimes delay packets longer than our simple (CBR) parameter inference
indicated. The model delays do not exceed 120 ms, whereas the delays on the router
continue to increase. At first, it may appear that we have simply underestimated the router
queue size. However, simulations with larger queue sizes do not resolve this problem, as
then the queues do not drain as rapidly as they do in our observations. This implies that
the extra delay is not additional queuing delay. It is difficult to ascertain the reason for
this delay without knowledge of router internals. For both Gigabit routers, the ns-2 results
with a queue of 50 slots are orders of magnitude off (very close to thex-axis) as the queue
cannot have substantial queuing delay. Results with 20000-slot queues are closer, but still
inaccurate. Note that the scale on they-axis is quite coarse-grained in these plots.

Our Cisco 3660 and 7206VXR models match the observations well. Interestingly, the
data in Table VIII for non-congested ports indicates an increase in variance compared to
what our model predicts. This is not surprising as both routers reported non-negligible
CPU usage. Cisco 3660 reported a 41% CPU utilization while the 7206VXR reported a
30% CPU utilization averaged over a one minute period. Fig. 10(a) and Fig. 10(b) provide
a snapshot of 500 ms and reveal that our model follows the actual measurements quite
closely. The ns-2 model with a 50-slot queue severely underestimates the delay, but the
shapes of the curves are not very different from our model and measurements.

4.2.4 High-load TCP and HTTP.In our previous experiments, we have used purely
synthetic traffic and did not induce extremely heavy loads on all router ports. Sommers and
Barford [2004] suggest that routers experience higher loads under realistic traffic, com-
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Fig. 9. High-load TCP: Delays on port2

Table IX. High-load TCP and HTTP: Mean and COV of Packet Delays (µs) for Cisco 12410, Juniper M7i,
Cisco 3660, and Cisco 7206VXR

12410 M7i 3660 7206VXR
Dst Node Type Mean COV Mean COV Mean COV Mean COV

Node0 Model 14.166 0.561 17.808 0.269 199.422 0.734 151.114 0.929
Observed 27.662 0.584 22.226 0.099 431.822 1.517 181.312 0.651

Node1 Model 15.525 0.371 19.295 0.448 133.492 0.588 122.855 0.624
Observed 18.906 0.248 16.683 0.384 152.611 1.247 185.624 0.816

Node2 Model 287511.650 0.317 106642.239 0.213 19613.124 0.100 14333.229 0.121
Observed 295902.674 0.298 113576.314 0.268 21682.739 0.167 19540.178 0.183

Node3 Model 15.801 0.394 19.228 0.451 137.552 0.675 128.885 0.737
Observed 18.617 0.255 12.217 0.391 186.934 1.236 190.487 0.779

pared to synthetic traffic. Hence, we now use the PackMIME HTTP ns-2 module [Cao
et al. 2004]. We made a few modifications to the code to interface the TCP agents with our
tap objects (recall Fig. 16).

As in the previous experiment, we ran two simulator instances to create sufficient load
for the Gigabit routers. “Sim 2” in Fig. 11 is configured to run server and client HTTP
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Fig. 10. High-Load TCP: Delays on port2
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Fig. 11. High-load TCP and HTTP topology
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Table X. High-load TCP and HTTP: Average Loss Ratios
Router Observed Model ns-2 50 ns-2 20000

Cisco 12410 0.0033 0.0021 0.0388 0.0028
Juniper M7i 0.0188 0.0183 0.0402 0.0178
Cisco 3660 0.0528 0.0456 0.0591 N/A

Cisco 7206VXR 0.0615 0.0523 0.0617 N/A

PackMIME clouds. The two client clouds are positioned atNode2to force server responses
to multiplex on the router port2. Each client-to-server cloud pair is configured to generate
60 new connections per second for a total of 120 connections per second. Additionally,
we scale up the server response sizes by a factor of 10. This is necessary to create conges-
tion. This scenario can be representative of a large campus population downloading very
image-intensive web pages. Unfortunately, it was not possible to use delay-boxes [Cao
et al. 2004] to model flow RTTs, due to the number of packets per second our generator
handles. Hence, we only set the delays on the links. To add load, we create another simu-
lator instance that runs 84 TCP flows driven by FTP agents from auxiliary nodes toNode2.
Additionally, the auxiliary nodes send 26 UDP flows toNode2. The UDP flows amount
to 0.5 Gbps to induce heavy load on the congested port. These TCP and UDP flows rep-
resent large file downloads and streaming services. For instance, 4300 people listening to
128 Kbps radio broadcasts can use up to 0.5 Gbps.

In the case of the Cisco 3660 and Cisco 7260VXR, we use different parameters, as
otherwise, the load would be excessive for 100 Mbps. First, as before, we scale down
the link speeds to 100 Mbps. Second, we configure the HTTP traffic simulation to use 30
connections per second per client-server cloud, for a total of 60 connections per second. We
also remove the server response scaling factor. We remove UDP traffic from the auxiliary
nodes toNode2, but we create 9 UDP flows of 1500-byte packets at 150 pps fromNode2
to Node1.

We set the random seeds in experiments with all routers to the same values. The seeds
are required by the random streams when creating request/response sizes as well as server
and client “thinking” delays. The experiment duration is set to 180 seconds.

Table X gives the loss ratios. Our model performs well across all scenarios, especially
for the Gigabit routers where it issignificantly more accuratethan ns-2 with a 50 slot
queue. Results of ns-2 with a 20000-slot queue are reasonably accurate. Although not
shown in the paper, almost half of the packets fromNode1andNode3were lost on the
Cisco 3660 and 7206VXR. We suspect this was the result of highly bursty traffic from
these nodes, which is consistent with the analysis by Papagiannakiet al. [Papagiannaki
et al. 2004]. Table IX indicates that our model gives a reasonable match for the mean
and COV delay values; however, the results are not as accurate as in the high-load TCP
scenario. This can be attributed to backplane interactions which affected the results, except
on the Cisco 12410. As in the previous experiment, the COV values for the Cisco 3660
and 7206VXR on the heavily congested port are very low.

Fig. 12 depicts a typical window of the packet delays for Cisco 12410 and Juniper M7i
for the congested port. Our model follows the observed data quite well. On the M7i router,
the model predictions are not as not as precise since some packets experience higher delay
than the model predicts. For both routers, the ns-2 results with a 50-slot default queue are
close to thex-axis as the queue cannot introduce substantial queuing delay. Therefore,
any congestion control, service provisioning, denial of service, or application protocol
experiment in this case would have yielded incorrect results. Although loss ratios for ns-2
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Fig. 12. High-load TCP and HTTP: Delays on port2

with a 20000-slot queue are similar to the observations (Table X), packet delays for ns-2
aresignificantly different(note the scale on they-axis).

Fig. 13 gives typical results for the congested port2 for 500 ms, while Fig. 14 gives
typical results for the non-congested port0 for 30 ms for the Cisco 3660 and 7206VXR.
For the Cisco 7206VXR, we also conduct default ns-2 simulations with a 125-slot queue.
This is the number of MTU-sized packets that the 7206VXR can support (see Table IV).
Our model predictions are close to the observed data. The results on the non-congested
ports appear further apart because the scale on they-axis is fine-grained. Both routers
report moderate levels of average CPU usage: 40% for the Cisco 3660 and 33% for the
7206VXR. Since these routers use interrupt-driven packet processing (Section 3), it is not
surprising that packets experience backplane contention. The default ns-2 model does not
consider backplane contention, and hence the predicted delays are much lower.Setting
the ns-2 queue size to 125 for the 7206VXR increased accuracy over a queue size of 50;
however, the results still underestimated the actual delays. This is because there is a wide
range of different sized HTTP packets in the experiment, and our results show that the
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Fig. 13. High-load TCP and HTTP: Delays on port2

router hasseparate buffersfor different sized packets, meaning that a single 125-slot queue
does not suffice.

5. RELATED WORK

In this section, we give a brief overview of related work on network simulators, device
measurement and modeling, and traffic generation.

Network Simulation. A variety of network simulators make different choices with
respect to the fidelity versus scalability tradeoff (e.g., packet-based versus flow-based).
Popular simulators today include ns-2, J-Sim, OPNET, OMNET++, iSSF/SSFNet (Java
and C++ versions), NCTUns, and simulators from NIST. Some of these simulators also
provide simulation/emulation hybrids. Notable emulation tools also include DummyNet,
NetPath, ModelNet, and EMPOWER. Simulators that specialize in accurate wireless or
sensor network modeling are also available. Nicol compares the running times and mem-
ory requirements of ns-2, J-Sim, and the Java and C++ versions of SSFNet [Nicol 2003a],
and uses this comparison to analyze their utility to the user [Nicol 2003b]. Our goal is com-
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Fig. 14. Effects of backplane contention on non-congested port0

plementary to these systems: we aim to devise simple yet accurate models for forwarding
devices based on real measurements, in order to balance the fidelity/scalability tradeoff.

Device Measurement.Router modeling based on empirical observations is explored
by Hohn et al. [2004], as discussed in the introduction. Their work inferred a simple queu-
ing model, but was not designed to handle loss events, or to model interactions at the input
ports. A production Tier-1 router was used in that work, as well as in analysis of micro-
congestion [Papagiannaki et al. 2004]. While this ensures that the router configuration
and traffic are highly realistic, repeatability is not possible in a production setup. Time-
stamping was performed with GPS synchronized DAG cards [Endace 2010]. Such devices
are highly accurate, but increase the setup cost, so we opted for a low-cost custom profiler.

Black-box router measurement has also been investigated. In [Shaikh and Greenberg
2001], a router is profiled with a focus on measuring its reaction times to OSPF routing
messages. RFC 2544 [Bradner and McQuaid 1999] and RFC 2889 [Mandeville and Perser
2000] describe the steps to determine the capabilities of a router (e.g., forwarding rate).
The RFCs do not discuss creating simulation models based on measurements.
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Traffic Generation. The Harpoon traffic generator [Sommers and Barford 2004] uses
flow data collected by Cisco routers to generate realistic traffic. One of the earliest net-
work simulation-emulation tools was VINT [Fall 1999] – a part of ns-2. We did not use
this for traffic generation as it does not support sending/receiving spoofed IP addresses
and is data-rate limited. Recent work to extend emulation in ns-2 has been conducted
by Mahrenholz and Ivanov [2004]. Their system does not aim to handle high data rates
or perform extensive packet logging with micro-second precision, which are important for
our measurements. A commercial alternative for generating live TCP traffic is the IXIA-
400T traffic generator (http://www.ixiacom.com). IXIA devices use a proprietary OS, and
do not allow changing the types of the TCP stacks, however.

6. CONCLUSIONS AND FUTURE WORK

In this work, we have developed two device-agnostic models for forwarding devices, such
as switches and routers, and designed a completely automated model parameter inference
process. Both models rely on a few compact parameter tables, with the second model being
a simplified version of the first (the simplified model is given in the online appendix). The
small size of the parameter tables makes the models highly portable and easy to compute.
The running time difference between simulations with the generic ns-2 model and our
model is negligible. Our models replicate not only packet delays due to queuing, router
processing, and switching fabric contention, but also packet losses, which can significantly
impact transport and application protocol performance.

We have inferred model parameters for three Cisco routers: 3660, 7206VXR, and 12410,
and a Juniper router: M7i, and compared real observations to the predictions of the mod-
els, as well as to the default ns-2 queuing model. Our experiments with different traffic
models revealed that our general model is able to capture backplane contention, as well
as the three queue sizing strategies we observed in the routers. Results from ns-2 were
orders of magnitude off when queue sizes were not correctly tuned, buteven if queue sizes
were similar, accurate results for both delay and loss could not be simultaneously obtained
with default ns-2 models. Our simplified model performed equally well to the more so-
phisticated model in cases where queuing delay was the dominant factor, but it was less
accurate in modeling backplane contention. We believe that incorporating the new models
in simulators can significantly increase fidelity of network simulations, while preserving
scalability. The inferred parameters can also be used to configure router emulators and
software routers.

We plan to experiment with a wider variety of forwarding devices (e.g., those imple-
menting active queue management (AQM)), experiment with devices that have varying
output port speeds, and further investigate our modeling choices and assumptions, e.g.,
round-robin scheduling and queue estimation functions. Clearly, our current setup will not
extend to faster routers, and we will need more sophisticated tools. We also plan to utilize
tmix [Weigle et al. 2006] or Swing [Vishwanath and Vahdat 2006] so that generated traffic
can be based on realistic application workloads. Finally, we plan to integrate our models
with the ns-3 simulator and current testbed development efforts.

ELECTRONIC APPENDIX

The electronic appendix for this article can be accessed in the ACM Digital Library by vis-
iting the following URL: http://www.acm.org/pubs/citations/journals/tomac/20YY-V-N/p1-Chertov .
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A.1 Profiler

The parameter inference procedure outlined in Section 2.2 is based on measured packet
delay and loss data. Acquiring such data at sufficiently high precision requires a high-
fidelity measurement system. We have developed our own custom low-cost measurement
and profiling system to eliminate the need for expensive specialty cards. Our system is,
however, lower precision than the DAG cards used in some prior work [Hohn et al. 2004;
Papagiannaki et al. 2004]. We give a brief overview of our system in this section; complete
descriptions of the changes made to ns-2, the Click modular router [Kohler et al. 2000],
and the device drivers can be found in Chertov et al. [2007] and Chertov et al. [2008a].

Before describing the profiling system, it is important to consider how packet delay
measurements can be made with micro-second precision with commodity hardware. Con-
sider the diagram presented in Fig. 15. The diagram shows a commodity PC connected
to a router via two network cards. The PC can create a flow of packets, such that packets
originate and then terminate on the PC after they traverse the router. The packet delay is
composed of the profiler NIC send/receive overheads, two packet transmissions, and the
intra-device delay of the device being profiled (the router in this case). If the PC can gen-
erate and receive packets at a high rate and the NIC overheads are nearly constant with low
variance, then it is possible to measure packet delays through the router.

Our profiling system comprises a traffic generator, the Click modular router, and a cus-
tom network device driver. These components are described in detail below.

Traffic Generator. We have made several changes to ns-2 to allow sending and receiv-
ing packets at extremely high rates, as well as sending and receiving spoofed IP addresses.
These changes make it possible to have many flows with distinct IP addresses enter and
depart from the simulator. From the router point of view, the profiler appears as a collec-
tion of various subnets with unique flows between them. We selected ns-2 since it provides
several TCP implementations and application traffic models that have been validated by
the research community. Further, ns-2 provides excellent capabilities for logging and de-

Permission to make digital/hard copy of all or part of this material without fee for personal or classroom use
provided that the copies are not made or distributed for profit or commercial advantage, the ACM copyright/server
notice, the title of the publication, and its date appear, and notice is given that copying is by permission of the
ACM, Inc. To copy otherwise, to republish, to post on servers, or to redistribute to lists requires prior specific
permission and/or a fee.
c© 20YY ACM 1073-0516/20YY/1000-0329-0001 $5.00
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Fig. 15. Packet delay in a system composed out of a commodity PC with two networks
cards and a router.

bugging.
The ns-2.30 simulator [Breslau et al. 2000] has an emulation package which allows out-

putting packets from the simulator into the network and vice versa. The default emulation
objects make extensive use of system calls as well as provide packet translation capabilities
from ns-2 to IP and vice versa. The packets from the network are injected into the simulator
via sockets or by capturing packets withlibpcap. However, the existing objects introduce
two challenges. First, the performance of libpcap is limited at high packet rates [Deri
2004]. Second, it is not possible to spoof IP addresses in order to create an entire subnet
with distinct flows on the same socket.

To tackle these two challenges, we have bypassed the Linux IP stack and created two
devices that we callClickToUserandUserToClick. These devices serve as large circu-
lar buffers which allow user space applications to write packets to the kernel-level Click
module and to receive packets from Click. Such direct access provides several benefits
including low overhead and reception of arbitrary IP packets. In a simple test, we have
been able to read packets fromClickToUserat over 800 KPackets/s (Kpps). Similarly,
UserToClickcan sustain high rates.

To measure the packet delay, we embed the measurement payload as a TCP option.
This allows creating correct TCP packets that do not have an extended payload when there
should be none (e.g., SYN, ACK, FIN). Since there is limited space for TCP options, our
measurement payload option can only be combined with a time-stamp or a three-block
SACK option. For UDP and other IP packets, the measurement payload remains in the
data portion.

Fig. 16 demonstrates the logical layout of our profiler connected to a 2-port router. A
Symmetric Multiprocessing (SMP) multi-NIC PC is used to emulate two subnets via ns-2
and the kernel level Click modular router. The router that is being profiled is configured to
route between the two subnets.

To boost real time performance, we have made several changes to allow asynchronous
I/O to take advantage of multiple CPUs. Fig. 17 demonstrates the architecture of asyn-
chronous I/O that we have added to the simulator. There are now three threads of execu-
tion in ns-2: (1) the main simulation thread, (2) the packet reception thread, and (3) the
log writer thread. The main simulation thread is similar to ns-2.30 with one exception: it
does not check if packets have arrived. Instead, there is a separate thread that checks if
any packets have arrived and if so, injects them into the main thread. Since the default
ns-2 is single threaded, we took careful steps to avoid race conditions, while minimizing
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the number of changes we had to make. First, we modified the “Packet” class to be multi-
thread (MT)-safe, as it maintains a global packet free list. Second, we made the scheduler
MT-safe. These two changes allow the packet reception thread to simply schedule newly
arrived packets in the near future. When the main simulation thread dispatches the newly
arrived packets, these packets are injected into the simulator.

Our modified ns-2, although capable of rates of more than 100 Kpps (in and out for a
total of 200 Kpps), is still inadequate for very high load experiments because the scheduler
and the TCL subsystem are limiting factors. To overcome this bottleneck, we have created
a stand-alone tool calledudp genwhich is a stripped down version of our modified ns-2.
The new tool allows sending/receiving around 200 Kpps, with disk logging now being the
limiting factor.

Click Modular Router. The default Linux IP stack was unsuitable for our purposes
for two reasons. First, the default stack was not designed to efficiently handle send-
ing/receiving non-existent IP addresses to/from a user-level application. Second, the de-
fault stack has several features that we do not need, which add overhead. Hence, we use
the Click modular router [Kohler et al. 2000] kernel module. In Click, it is easy to create
a mapping of IP addresses to real devices as shown in Fig. 16. In order to attach virtual
subnets to a particular device, we use aFromUserDeviceelement per device, and the user
application writes IP packets into the correctFromUserDeviceelement depending on the
configuration. We also modified Click’sToDeviceelement to avoid transmit buffer drops.
The default ClickToDeviceelement can schedule packets faster than the device can trans-
mit, but we hold the packets until the transmit buffer starts draining.
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We use Click in cases when packet rates over 200 Kpps are required. In these cases,
no packet logging is performed, as logging over 200 Kpps to disk is infeasible without a
dedicated RAID array. To acquire statistics like arrival rates and packet delays, we use
running window averages which are accessible through Click’sproclikefs.

Device Driver. When a packet to be transmitted arrives, we time-stamp it just before it is
sent to the device via a bus transfer. Since changing the packet payload will result in a cor-
rupted TCP or UDP checksum, we must recompute the checksum. We compute incremen-
tal checksums to avoid computing an entire checksum from scratch. Fig. 18 demonstrates
this process. Packet reception is performed in a similar fashion.

A.2 Profiler Configuration

The profiler must allow several tasks to execute concurrently to achieve the highest preci-
sion. We use a PC with two quad 1.8 GHz Xeon CPUs and PCI-E Intel Pro cards to run
our profiling system. We use seven concurrent threads of execution assigned to seven of
the CPUs to achieve precise results. Fig. 19 demonstrates the main tasks that must run
concurrently for precise results.

The traffic generation component must have at least two threads of concurrent execution
to achieve high packet rates. The main ns-2 thread runs all of the simulation agents and
writes packets toFromUserDeviceelements. Auxiliary ns-2 threads are required for packet
reception and logging data to disk; otherwise, the main simulation thread becomes I/O
blocked.

The Click modular router must also have at least two threads of concurrent execution.
The main Click thread is responsible for all elements in the Click configuration except
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Fig. 20. Simplified model with a queue of sizeQ slots per port. Before being transmitted,
packets go through a backplane rate limiter.

for packet reception and transmission. If the elements in the main thread are delayed
in scheduling, no measurement error will occur. This is because the main elements are
not responsible for reading/writing packet timestamps. A problem arises during packet
reception and transmission. If there is delay in element scheduling, then the packets will
remain in the NIC’s send/receive buffer as time goes on. The variance in delay would
increase in proportion to the packet rate increase. Hence, it is imperative to have a separate
thread perPollDevice/ToDevice. Since we have four ports in our experiments, we need
seven CPUs as depicted in Fig 19.

Observe that is possible to runseveralsimulation instances simultaneously, by setting
routing policies which forward packets into appropriate simulation instances. We use this
feature for scenarios when a single simulation instance cannot generate sufficient load.

A.3 Simplified Model

Clearly, the general multi-server/multi-queue model is more complex than the VOQ-based
model [Hohn et al. 2004]. To investigate the need for this additional complexity, we also
devise a simplified model, which is a hybrid between the VOQ-based model and our gen-
eral multi-server/multi-queue model. Fig. 20 illustrates this simplified model. As in the
VOQ-based model, the packets experienceintra-device delaysprior to entering the queue.
These delays are obtained from theDelayTbltable. If the device is congested, the packets
directly proceed to the queues. The queues have the same structure as in our general multi-
server/multi-queue model with the same parametersQ andQueueReq. However, packets
from t he queues pass through a backplane limiter, which is intended to bound the aggre-
gate packet rate through the device. The backplane limiter mimics a simple link with finite
bandwidth capacity. This simple approximation abstracts complex traffic interactions in
the switching fabric. Once a packet traverses the backplane limiter, it enters an output port.
Contention at the backplane limiter will result in queue build-ups. If the backplane limiter
determines that some output port is busy, it will not direct any packets to that port until it
becomes free.

The primary difference between the simplified and the general model is the structure of
the backplane. The simplified model uses a simple rate limiter, which suffices for modeling
high-end routers. Using a simple rate limiter may be insufficient in cases when the packet
processing overhead prevents the aggregate rate for some packet size from reaching the
bandwidth limit.

For the simplified model, we have created two ns-2 modules:RouterQ2andBackPlane.
RouterQ2is derived fromRouterQ(Section 2.3) with the difference that it ties into the
BackPlanemodule instead ofRouterS. Packets arrive atRouterQ2and are queued. The
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Fig. 21. Backplane bandwidth for four routers.
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Fig. 22. General model vs. simplified model on non-congested port0 of Cisco 3660

BackPlanemodule acts as a link with a certain bandwidth, governing the speed at which
the queues can direct packets to output ports. If the output ports are busy or theBackPlane
is blocked, queue build-up occurs.

Simplified Model Parameters. The simplified model uses the same values as those
inferred for the general multi-server/multi-queue model forDelayTbl, Q, andQueueReq
(Section 4.1). The only new parameter is the backplane bandwidth parameter. We infer
this value by observing the maximum aggregate throughput with maximum-sized frames
through the device. Fig. 21 gives the values for the four routers. As expected, using a single
value to limit the backplane bandwidth is insufficient as the difference between large and
small packets increases.

Model Comparison. We repeated all our experiments with the simplified model. Not
surprisingly, predictions from both models were similar for the two Gigabit routers. This
is because the scenarios we used did not stress the backplane capacity of the routers, and
both models have exactly the same queue properties. We observed similar results on the
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100 Mbps routers for the ports which were heavily congested. In these situations, queuing
delay dominates any delay caused by backplane contention. Since the queues are the same,
the loss ratios are similar as well.

The primary difference between the two models arises in cases when backplane con-
tention occurs. Fig. 22 demonstrates the difference between the two models for the Cisco
3660 router on non-congested port0, with the high-load TCP and HTTP experiment. The
results indicate that the simplified model underestimates delays due to backplane con-
tention. This is not surprising, as Fig. 21(b) demonstrates a non-constant relationship
between the backplane bandwidth and packet size. In such situations, the additional com-
plexity of our general model increases simulation fidelity.
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